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1 DMysteries

The study of obesity is the study of mysteries.

Mystery 1: The Obesity Epidemic The first mystery is the
obesity epidemic itself. It’s hard for a modern person to appreciate
just how thin we all were for most of human history. A century
ago, the average man in the US weighed around 155 Ibs. Today, he
weighs about 195 1bs. About 1% of the population was obese back
then. Now it’s about 34% [1].

Back in the 1890s, the federal government had a board of sur-

geons examine several thousand Union Army veterans who fought
in the Civil War |2]|. This was several decades later, so by this point
the veterans were all in their 40’s or older. This gives us a snapshot
of what middle-aged white men looked like in the 1890s. When we
look at their data, we find that they had an average BMI' of about
23 (overweight is a BMI of 25 and obese is a BMI of 30 or more).
Only about 3% of them were obese. In comparison, middle-aged
white men in the year 2000 had an average BMI of around 28.

About 24% were obese in early middle age, increasing to 41% by

the time the men were in their 60s.

It's not just that we're a little fatter than our great-
grandparents — the entire picture is different.

People in the 1800s did have diets that were very different from ours. But by conventional
wisdom, their diets were worse, not better. They ate more bread and almost four times more
butter than we do today [3]. They also consumed more cream, milk, and lard. This seems closely
related to observations like the French Paradox — the French eat a lot of fatty cheese and butter,
so why aren’t they fatter and sicker [4]7

Our great-grandparents (and the French) were able to maintain these weights effortlessly. They
weren't all on weird starvation diets or crazy fasting routines. And while they probably exercised
more on average than we do, the minor difference in exercise isn’t enough to explain the enormous
difference in weight. Many of them were farmers or laborers, of course, but plenty of people in 1900

had cushy desk jobs, and they weren’t obese either.

'Most experts consider measures like body fat percentage to be better measures of adiposity than BMI, and we
agree. Even so, we use BMI throughout this paper so that we can compare different sources to one another. Nearly
every source reports BMI, but many don’t report body fat percentage.
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1  Mysteries version 4.0

Something seems to have changed. But surprisingly, we don't seem to have any idea what that

thing was.

Mystery 2: An Abrupt Shift Another thing that many people are not aware of is just how
abrupt this change was. Between 1890 and 1976, people got a little heavier. The average BMI went
from about 23 to about 26. This corresponds with rates of obesity going from about 3% to about
10%. The rate of obesity in most developed countries was steady at around 10% until 1980, when

it suddenly began to rise [5].
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Figure 1: Trends in adult overweight, obesity, and severe obesity among men and women aged
20-74: United States, 1960-1962 through 2015-2016. SOURCES: NCHS, National Health Exam-
ination Survey and National Health and Nutrition Examination Surveys. Reproduced from CDC
report [5].

Today the rate of obesity in Italy, France, and Sweden is around 20%. In 1975, there was no
country in the world that had an obesity rate higher than 15%.

This wasn’t a steady, gentle trend as food got better, or diets got worse. People had access
to plenty of delicious, high-calorie foods back in 1965. Doritos were invented in 1966, Twinkies in
1930, Oreos in 1912, and Coca-Cola all the way back in 1886. So what changed in 19807

Common wisdom today tells us that we get heavier as we get older. But historically, this wasn't
true. In the past, most people got slightly leaner as they got older. Those Civil War veterans we
mentioned above [2] had an average BMI of 23.2 in their 40s and 22.9 in their 60's. In their 40’s,
3.7% were obese, compared to 2.9% in their 60s. We see the same pattern in data from 1976-1980:
people in their 60s had slightly lower BMIs and were slightly less likely to be obese than people
in their 40s (Table 1). It isn’t until the 1980s that we start to see this trend reverse. Something

fundamental about the nature of obesity has changed.

Mystery 3: The Ongoing Crisis Things don’t seem to be getting any better. A couple decades
ago, rising obesity rates were a frequent topic of discussion, debate, and concern. But recently it
has received much less attention; from the lack of press and popular coverage, you might reasonably
assume that if we aren’t winning the fight against obesity, we've gotten at least to a stalemate.

But this simply isn't the case. Americans have actually gotten more obese over the last decade
[6]. In fact, obesity increased more than twice as much between 2010 and 2018 than it did between
2000 and 2008.

Rates of obesity are also increasing worldwide [7]. As The Lancet notes, “unlike other major

causes of preventable death and disability, such as tobacco use, injuries, and infectious diseases,
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Age Mean Obesity

Year Range BMI Prev. (%)
1890-1894
40-49 23.2 3.7
50-59 23.0 3.4
60-69 22,9 2.9
1976-1980
40-49 26.5 15.8
50-59 26.2 13.8
60-69 25.9 13.4
1988-1994
40-49 27.4 22.7
50-59 279 30.6
60-69 27.5 25.3
1999-2000
40-49 27.8 244
50-59 29.1 35.0
60-69 29.2 41.3

Table 1: Distribution of BMI and obesity prevalence, non-Hispanic white men in the US by time
period and age group. Adapted from [2].

there are no exemplar populations in which the obesity epidemic has been reversed by public health
measures.”

All of this is, to say the least, very mysterious.

1.1 Weird Mysteries

Then there are the weird mysteries.

Mystery 4: Hunter-Gatherers A common assumption is that humans evolved eating a highly
varied diet of wild plants and animals, that our bodies still crave variety, and that we would he
better off with a more varied diet. But when we look at modern hunter-gatherers, we see this isn’t
true. The !Kung San of Tanzania get about 40% of their calories from a single food source, the
mongongo nut, with another 40% coming from meat. But the !Kung are extremely lean (about
110lbs on average) and have excellent cardiovascular health [8, 9].

Of course, variety isn’t everything. You would also expect that people need to eat the right
diet. A balanced diet, with the right mix of macronutrients. But again, this doesn’t seem to be the
case. Hunter-gatherer societies around the world have incredibly different diets, some of them very
extreme, and almost never suffer from obesity.

Historically, different cultures had wildly different diets — some hunter-gatherers ate diets very
high in sugar, some very high in fat, some very high in starch, etc. Some had diets that were
extremely varied, while others survived largely off of just two or three foods. Yet all of these
different groups remained lean. This is strong evidence against the idea that a high-fat, high-sugar,
high-starch, low-variety, high-variety, etc. diet could cause obesity.

A Tanzanian hunter-gatherer society called the Hadza get about 15 percent of their calories
from honey [10]. Combined with all the sugar they get from eating fruit, they end up eating about
the same amount of sugar as Americans do. Despite this, the Hadza do not exhibit obesity [11].
Another group, the Mbuti of the Congo, eat almost nothing but honey during the rainy season,

when honey can provide up to 80% of the calories in their diet [10]. These are all unrefined sugars,
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1  Mysteries version 4.0

of course, but the Kuna of Panama, though mostly hunter-gatherers, also obtain white sugar and
some sugar-containing foods from trade. Their diet is 65 percent carbohydrate [12] and 17% sugar
[13], which is more sugar than the average American currently consumes. Despite this the Kuna
are lean, with average BMIs around 22-23.

The Inuit, by contrast, traditionally ate a diet consisting primarily of seal meat and blubber,
with approximately 50% of their calories coming from fat [14]. This diet is quite low in fruits and
vegetables, but obesity was virtually unknown until the arrival of western culture. The Maasai are
an even more extreme example, subsisting on a diet composed “almost exclusively of milk, blood,
and meat”. They drink “an average of 3 to 5 quarts/day of their staple: milk supplemented with
cow’s blood and meat®. This adds up to about 3000 calories per day, 66% of those calories being
from fat [15]. (They also sometimes eat honey and tree bark.) But the Maasai are also quite lean,
with the average BMI for both men and women being again in the range of 22-23, increasing very
slightly over age [16].

Kitava is a Melanesian island largely isolated from the outside world. In 1990, Staffan Lindeberg
went to the island to study the diet, lifestyle, and health of its people [17, 18]. He found a diet based
on starchy tubers and roots like yam, sweet potato, and taro, supplemented by fruit, vegetables,
seafood, and coconut. Food was abundant and easy to come by, and the Kitavans ate as much
as they wanted. “It is obvious from our investigations,” wrote Lindeberg, “that lack of food is an
unknown concept, and that the surplus of fruits and vegetables regularly rots or is eaten by dogs.”

About 70% of the calories in the Kitavan diet came from carbohydrates. For comparison, the
modern American diet is about 50% carbohydrates. Despite this, none of the Kitavans were obese.
Instead they were in excellent health.

Kitavans didn't even seem to gain weight in middle age. In fact, BMI was found to decrease
with age. Many lived into their 80s or 90s, and Lindeberg even observed one man who he estimated
to be 100 years old. None of the elderly Kitavans showed signs of dementia or memory loss. The
Kitavans also had no incidence of diabetes, heart attacks, stroke, or cardiovascular disease, and
were unfamiliar with the symptoms of these diseases. “The only cases of sudden death they could

recall,” he reports, “were accidents such as drowning or falling from a coconut tree.”

Mystery 5: Lab Animals and Wild Animals Humans aren’t the only ones who are growing
more obese — lab animals and even wild animals are becoming more obese as well [19]. Primates
and rodents living in research colonies, feral rodents living in our cities, and domestic pets like
dogs and cats are all steadily getting fatter and fatter. This can’t be attributed to changes in what
they eat, because lab animals live in contained environments with highly controlled diets. They're
being fed the same foods as always, but for some reason, they're getting fatter.

This seems to be true everywhere you look. Our pets may eat scraps from the table, but why
would zoo animals, being fed by professionals, also be getting fatter? Even horses are becoming
more obese [20]. This is all very strange, and none of it fits with the normal explanations for the

obesity epidemic.

Mystery 6: Palatable Human Food Lab rats gain some weight on high-fat diets, but they
gain much more weight on a “cafeteria diet” of human foods like Froot Loops [sic] and salami
[21, 22].

It used to be that if researchers needed obese rats for a study, they would just add fat to normal
rodent chow. But it turns out that it takes a long time for rats to become ohese on this diet. A
breakthrough occurred one day when a graduate student happened to put a rat onto a bench where

another student had left a half-finished bowl of Froot Loops. Rats are usually cautious around new
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foods, but in this case the rat wandered over and began scarfing down the brightly-colored cereal.
The graduate student was inspired to try putting the rats on a diet of “palatable supermarket food™;
not only Froot Loops, but foods like Doritos, pork rinds, and wedding cake. Today, researchers call
these “cafeteria diets”.

Sure enough, on this diet the rats gained weight at unprecedented speed. All this despite the
fact that the high-fat and cafeteria diets have similar nutritional profiles, including very similar
fat /kecal percentages, around 45%. In both diets, rats were allowed to eat as much as they wanted.
When you give a rat a high-fat diet, it eats the right amount and then stops eating, and maintains a
healthy weight. But when you give a rat the cafeteria diet, it just keeps eating, and quickly becomes
overweight. Something is making them eat more. “Palatable human food is the most effective way
to cause a normal rat to spontaneously overeat and become obese,” says neuroscientist Stephan
Guyenet in The Hungry Brain [23], “and its fattening effect cannot be attributed solely to its fat
or sugar content.”

Rodents eating diets that are only high in fat or only high in carbohydrates don’t gain nearly
as much weight as rodents eating the cafeteria diet [21]. And this isn’t limited to lab rats. Other
animals, such as raccoons [24], quickly grow fat on calorie-dense human food as well.

We see a similar pattern of results in humans. With access to lots of calorie-dense, tasty foods,
people reliably overeat [25] and rapidly gain weight |26, 27]. But again, it's not just the contents.
For some reason, eating more fat or sugar by itself isn’t as fattening as the cafeteria diet |28, 25].

Why is “palatable human food” so much worse for your waistline than its fat and sugar alone

would suggest?

Mystery 7: Altitude People who live at higher altitudes have lower rates of obesity [29]. This
is the case in the US, and also seems to be the case in Spain [30] and in Tibet [31]. When US
Army and Air Force service members are assigned to different geographic areas, they are more
at risk of developing obesity in low-altitude areas than in high-altitude ones [32]. Colorado is the
highest-altitude US state, and also has the lowest incidence of obesity.

If you look at a map of county-level obesity data in the United States, like Figure 2, the Rockies,

the Sierra Mountains, and the Appalachians stand out quite clearly.

County-level Estimates of Obesity among Adults aged = 20 years:
United States 2009
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Figure 2: County-Level Estimates of Obesity among Adults aged 20 and over, 2009. Map from
the CDC.

Similarly, there is a condition called “altitude anorexia” where individuals who move to a high-
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altitude location sometimes lose a lot of weight all at once [33, 34, 35]. This effect also seems to
apply to lab rats who are moved to labs at higher altitudes [36].

In addition, there is some evidence for a similar relationship between altitude and the rate of
diabetes, with people living at a higher elevation having lower rates of diabetes than those living
near sea level, even when statistically adjusting for variables like age, BMI, and physical activity
[37].

We know that oxygen and carbon dioxide vary with elevation, so you might expect that this is
attributable to these differences. But the evidence is pretty thin. Combined with a low-calorie diet,
exercise in a low-oxygen environment does seem to reduce weight more than exercise in normal
atmospheric conditions [38], but not by much. Submarines have CO; levels about 10 times higher
than usual, but a US Navy study didn’t find evidence of consistent weight gain [39]. The atmosphere
itself can’t explain this.

One paper, Hypobaric Hypozria Causes Body Weight Reduction in Obese Subjects by Lippl and
colleagues [40], claims to show a reduction in weight at high altitude and suggests that this weight
loss is attributable to differences in oxygen levels. However, there are a number of problems with
this paper and its conclusions. To begin with, there isn't a control group, so this isn’t an experiment.
Without an appropriate control, it's hard to infer a causal relationship. What they actually show
is that people brought to 2,650 meters lost a small amount of weight and had lower blood oxygen
saturation, but this is unsurprising. Obviously if you bring people to 2,650 meters they will have
lower blood oxygen, and there’s no evidence linking that to the reported weight loss. They don’t
even report a correlation between blood oxygen saturation and weight loss, even though that would
be the relevant test given the data they have. Presumably they don’t report it because it’s not
significant. In addition there are major issues with multiple comparisons [41], which make their

few significant findings hard to interpret.

Mystery 8: Diets Don’t Work There’s a lot of disagreement about which diet is hest for
weight loss. People spend a lot of time arguing over how to diet, and about which diet is best. I'm
sure people have come to blows over whether you lose more weight on keto or on the Mediterranean
diet, but meta-analysis consistently finds that there is little difference between different diets.
Some people do lose weight on diets. Some of them even lose a lot of weight. But the best
research finds that diets just don't work very well in general, and that no one diet seems to he

better than any other. For example, a 2013 review of four meta-analyses [42] said:

Numerous randomized trials comparing diets differing in macronutrient compositions
(eg, low-carbohydrate, low-fat, Mediterranean) have demonstrated differences in weight
loss and metabolic risk factors that are small (ie, a mean difference of <1 kg) and

inconsistent.

Most diets lead to weight loss of around 5-20 lbs, with minimal differences between them [43].
Now, 20 lbs isn’t nothing, but it’s also not much compared to the overall size of the obesity
epidemic. And even if someone does lose 20 lbs, in general they will gain most of it back within a

vear.
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2 Current Theories are Inadequate

Current theories of the obesity epidemic are inadequate. None of them hold up to closer scrutiny,
and none can explain all of these mysteries. But these mysteries are real, puzzling data about the
obesity epidemic.

You're probably familiar with several theories of the obesity epidemic, but there is strong
evidence against all of them. In this section, we focus on the case against a couple of the most

popular theories.

2.1 Calories In, Calories Out

A popular theory of obesity is that it’s simply a question of calories in versus calories out (CICO).
You eat a certain number of calories every day, and you expend some number of calories based on
vour metabolic needs and physical activity. If you eat more calories than you expend, you store the
excess as fat and gain weight, and if you expend more than you eat, you burn fat and lose weight.

This perspective assumes that the body stores every extra calorie you eat as body fat, and
that it doesn't have any tools for using more or less energy as the need arises. But this isn’t the
case. Your body has the ability to regulate things like its temperature, and it has similar tools to
regulate body fatness. When we look closely, it turns out that “calories in, calories out” doesn’t
match the actual facts of consumption and weight gain.

“This model seems to exist mostly to make lean people feel smug,” writes Stephen Guyenet
[23], “since it attributes their leanness entirely to wise voluntary decisions and a strong character.
I think at this point, few people in the research world believe the CICO model.”

It's not that calories don’t matter at all. People who are on a starvation diet of 400 calories per
day will lose weight, and as we will see in this section, people who eat hundreds of calories more
than they need will usually gain weight. The problem is that this ignores how the body accounts for
the calories coming in and going out. If you don't eat enough, your body finds ways to burn fewer
calories. If you eat too much, your body doesn't store all of the excess as fat, and compensates by
making you less hungry later on. Calories are involved in the math but it's not as simple as “weight

gain — calories in - calories out”.

2.1.1 Common Sense

First, we want to present some common-sense arguments for why diet and exercise alone don’t
explain modern levels of obesity.

Everyone “knows” that diet and exercise are the solution to obesity. Despite this, rates of obesity
continue to increase, even with all the medical advice pointing to diet and lifestyle interventions,
and a $200 billion global industry devoted to helping people implement these interventions. It’s
not that no one is listening. People are exercising more today than they were 10 or even 20 years
ago. Contrary to stereotypes, more than 50% of Americans meet the HHS guidelines for aerobic
exercise [44]. But obesity is still on the rise.

It’s true that people eat more calories today than they did in the 1960s and 70s, but the
difference is quite small [23]. Sources have a surprisingly hard time agreeing on just how much
more we eat than our grandparents did, but all of them agree that it’s not much. Pew says calorie
intake in the US increased from 2,025 calories per day in 1970 to about 2,481 calories per day in
2010 [45]. The USDA Economic Research Service estimates that calorie intake in the US increased
from 2,016 calories per day in 1970 to about 2,390 calories per day in 2014 [46]. Neither of these

are jaw-dropping increases.
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If we go back further, the story actually becomes even more interesting. Based on estimates
from nutrient availability data, Americans actually ate more calories in 1909 than they did in 1960
[47].

Finally, there are many medical conditions that cause obesity. For example, Prader-Willi Syn-
drome, a genetic disorder characterized by intense hunger and resulting obesity, hypothyroidism,
an endocrine disorder where people experience loss of appetite vet still gain 5-10 pounds, and
lesions to the hypothalamus, which often lead to intense weight gain, sometimes accompanied by

great hunger but many times not [48].

2.1.2 Scientific Evidence

In addition to these common-sense objections, decades of research suggests that diet and exercise
are not to blame for rising rates of obesity.

Studies of controlled overfeeding — vou take a group of people and get them to eat way more
than they normally would — reliably find two things. First, a person at a healthy weight has to
eat huge amounts of calories to gain even a couple pounds. Second, after the overfeeding stops,
people go right back to the weight they were before the experiment.

The great-grandaddy of these studies is the Vermont prison experiment, published in 1971 [49].
Researchers recruited inmates from the Vermont State Prison, all at a healthy weight, and assigned
some of them to eat enormous amounts of food every day for a little over three months. How big
were these meals? The original paper doesn’t say, but later reports state that some of the prisoners
were eating 10,000 calories per day [50].

On this olympian diet, the prisoners did gain considerable weight, on average 35.7 Ibs (16.2 kg).
But following the overfeeding section of the study, the prisoners all rapidly lost weight without any
additional effort, and after 10 weeks, all of them returned to within a couple pounds of their original
weight. One prisoner actually ended up about 5 lbs (2.3 kg) lighter than before the experiment
began!

Inspired by this, in 1972, George Bray decided to conduct a similar experiment on himself [51].
He was interested in conducting overfeeding studies, and reasoned that if he was going to inflict
this on others, he should be willing to undergo the procedure himself. First he tried to double
each of his meals, but found that he wasn’t able to gain any weight — he simply couldn’t fit two
sandwiches in his stomach at every sitting.

He switched to energy-dense foods, especially milkshakes and ice cream, and started eating an
estimated 10,000 calories per day. Soon he began to put on weight, and gained about 22 lbs (10
kg) over 10 weeks. He decided this was enough and returned to his normal diet. Six weeks later,
he was back at his original weight, without any particular effort.

In both cases, you'll notice that even when eating truly stupendous amounts of food, it actually
takes more time to gain weight than it does to lose it. Many similar studies have been conducted
[52, 53] and all of them find basically the same thing. For more detail, see the recent review article
of 25 studies [54].

Overfeeding in controlled environments does make people gain weight. But they don’t gain
enough weight to explain the obesity epidemic. If you eat 10,000 calories per day, you might be
able to gain 20 or 30 pounds, but most Americans aren’t eating 10,000 calories per day.

We can compare these numbers to the increases in average calories per day we reviewed earlier.
Sure, consumption in the US went from 2,025 calories per day in 1970 to 2,481 calories per day in
2010, a difference of 456 calories. But consider the work of Poehlman and colleagues [55], where

researchers fed a group of 12 men 1,000 extra calories a day for 22 days. On average the men gained
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about 5 1bs (2.2 kg), but some of them actually lost weight instead.

And it’s not as though these participants are eating 1,000 extra calories of celery and carrots.
In one study, the extra calories came from “sherbet, fruit juices, margarine, corn oil, and cookies”
[53]. But the content doesn’t seem to matter very much. Another study compared overfeeding with
carbohydrates (mostly starch and sugar) and overfeeding with fat (mostly dairy fat like cream and
butter) [56]. The two groups got their extra calories from different sources, but they were overfed
by the same amount. After two weeks, both groups gained the same amount of fat, 3.3 lbs on
average. A similar study overfed volunteers by 1,194 calories on either a high-carb or a high-fat
diet for 21 days. Both groups gained only about 2 lbs of fat [57].

The fact that many of these are twin studies provides even more evidence against CICO. In
groups of twins that are all overfed by the same amount, there is substantial variation hetween the
different participants in general. Some people gain a lot of weight, others gain almost none. But
each person gains (or loses!) about the same amount of weight as their twin [58]. In some cases
these correlations can be substantial, as high as r — 0.90. This strongly suggests that genetics plays
a large role in determining how the body responds to overfeeding.

The story with exercise is the same as with overeating — it makes a difference, but not much.
One randomized controlled trial assigned overweight men and women to different amounts of
exercise. More exercise did lead to more body fat loss, but even in the group exercising the most —
equivalent to 20 miles (32.0 km) of jogging every week for eight months — people only lost about
7 Ibs [59].

You might think that hunter-gatherers have a more active lifestyle than we do, but this isn’t
always true. The Kitavans examined in 1990 by Staffan Lindeberg were only slightly more active
than westerners, had more food than they knew what to do with, and yet were never obese [18].
“Many Westerners have a level of physical activity that is well within the range of the Kitava
population,” he wrote. “Hence, physical activity does not seem to explain most of the differences
in disease pattern between Kitava and the Western world.”

A recent meta-analysis of 36 studies compared the effects of interval training exercise with more
traditional moderate-intensity continuous training. The authors call interval training “the magic
bullet for fat loss” (it’s literally in the title) and trumpet that it provides 28.5% greater reductions
in total absolute fat mass than moderate exercise [60]. But what they don’t tell you is that this
is a difference between a loss of about 3 lbs and about 4 lbs, for an exercise program running 12
weeks long. Needless to say, this difference isn’t very impressive. Other meta-analyses find similar
results [61]: “neither short-term HIIT/SIT nor MICT produced clinically meaningful reductions in
body fat.”

Maybe diet and exercise together are worth more than the sum of their parts? Sadly this doesn't
seem to be the case either. If anything, when combined they are worth less than the sum of their
parts. One meta-analysis comparing interventions based on diet, exercise and diet plus exercise
found that people lost about 23.5 lbs (10.7 kg) on diets, 6.4 lbs (2.9 kg) on an exercise regime,
and 24.2 Ibs (11.0 kg) on diet plus exercise [62]. After a year, diet plus exercise was down to 18.9
lbs (8.6 kg). Other meta-analyses are more tempered, for example, finding a loss of about 3.6 lbs
(1.6 kg) after two years of diet plus exercise interventions [63]. Again this is more weight loss than
zero, but it clearly rules out diet plus exercise as an explanation for the obesity epidemic. People

in 1950 were a lot leaner than they are now, but it’s not because they ate less and exercised more.
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2.2 Good Calories and Bad Calories

Ok, calories themselves may not be the villain here. But maybe it’s not that we’re eating more
than we used to — maybe it’s that we're eating differently. Maybe one particular macronutrient

or source of calories is to blame.

2.2.1 Dietary Fat

Dietary fat seems like a possible culprit. After all, fat makes you fat, right? Turns out it’s not so
simple.

To begin with, fat consumption has actually fallen over the past decades [64], while obesity has
skyrocketed. This isn’t consistent with an explanation where dietary fat leads to obesity.

Plenty of cultures eat extremely high-fat diets and remain very lean indeed. You'll remember
that the Maasai diet is about 3000 calories per day, and 66% of that is from fat. But the Maasai
don’t suffer from obesity [15, 16].

Clinical results agree: dietary fat doesn't have much of an impact on long-term weight [65].
Putting people on a low-fat diet reduces their weight in the short term, but in trials lasting for
longer than one year, they tend to return to normal. When they are directly compared, low-fat
and high-fat diets have about the same impact on weight loss [66].

This is a little difficult to square with animal studies that find that a high-fat diet reliably leads
to obesity in monkeys, dogs, pigs, hamsters, squirrels, rats, and mice [67]. It could just be that
humans are not monkeys, dogs, pigs, hamsters, squirrels, rats, or mice, and that while dietary fat
has an adverse effect on these species, it doesn’t do much to us. Some of the hamster studies, for
example, induced obesity simply by giving the hamsters extra sunflower seeds, a phenomenon not
observed in humans. Pigs, in particular, will become obese even on low-fat diets when given the
opportunity.

We even see differences within a specific kind of animal. The same high-fat diet will make one
species of hamster (Syrian hamsters) obese and leave another species of hamster (golden hamsters)
merely chubby. If the findings can’t generalize between different species of hamsters, we shouldn’t
expect them to generalize to humans.

It could also be that dietary fat leads to obesity in mammals held in captivity, possibly due to
factors like stress. Metabolic ward studies restrict your movement, but it’s not exactly like living
your whole life in a laboratory cage. And it’s worth noting that about 10-15% of macaque and
rhesus monkeys in captivity become obese when they reach middle age, despite the fact that they
are fed a relatively low-fat (10% of energy) diet [68].

In any case, it’s hard to square a fat-based explanation for the obesity epidemic with the fact
that fat consumption hasn’t increased in step with the rise of obesity and the fact that low-fat

diets don't lead to much weight loss.

2.2.2 Carbohydrates

Ok, maybe fat doesn’t make you fat. How about carbohydrates? All this bread can’t be good for
us.

This theory is dead on the starting line, though, because as obesity has gone up, consumption
of carbohydrates has gone down (Figure 3).

This is enough to make it clear that carbohydrate consumption isn’t driving the obesity epi-
demiec, but we can take a slightly closer look anyways, just to be sure.

Eating lots of carbs can actually make you lose weight. High-carbohydrate diets cause weight

loss, even when not restricting calories. A study from 2003 examined low-fat diets in 16 overweight
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US Carb Intake vs. Obesity Prevalence, 1980-2010
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Figure 3: Overall carbohydrate intake from 1980 to 2010 in the United States. Figure prepared
by Stephan J Guyenet, reproduced with permission.

people [69]. Naturally, this low-fat diet was high in carbohydrates. When patients started the
low-fat diet and were told to eat as much as they wanted, they actually ate 291 calories less per
day. But their carbohydrate intake increased, from 253 grams per day to 318 grams per day. On
this diet they lost 8 lbs (3.8 kg) on average over a 12-week period. In the DIETFITS randomized
controlled trial, 609 people fed a whole-food, high-carbohydrate diet lost 12 pounds (5.3 kg) over
one year, not significantly different from the 13 pounds (6.0 kg) of weight lost on a whole-food low-
carbohydrate diet [70]. The high-carbohydrate diet also supplied about 1.5 times as much sugar as
the low-carbohydrate diet.

The residents of Kitava, mentioned earlier, have a diet of starchy roots and tubers [18]. Almost
70% of their calories come from carbohydrates, but they don’t suffer from obesity, diabetes, or
heart disease.”

In general, cultures with very high intakes of carbohydrate tend to be lean. Most agricultural
societies around the world have a diet that is high in carbohydrates and low in fat. Agricultural
societies are different from industrialized ones in many ways, of course. But even in those agri-
cultural cultures with abundant food, people are typically lean, with low rates of diabetes and
cardiovascular disease.

This is true even if the carbohydrate is white rice. In Japan, white rice is a primary staple food,
and has been for a long time. About 62% of the Japanese diet is carbohydrates, and most of this
is white rice [71]. Despite this, Japanese rates of obesity have been, and continue to be, the lowest
of any industrialized nation.

In fact, people who move from Japan to the US and begin eating less white rice become much
heavier |72, 73|. This suggests that the difference isn’t simply genetic. These immigrants do end

up eating a diet much higher in fat — but of course, from the previous section, we've seen that fat

2Lindeberg also says: “The long primate history of fruit eating, the high activity of human salivary amylase for
efficient starch digestion, and some other features of human mouth physiology ... suggest that humans are well
prepared for a high carbohydrate intake from non-grain food sources. ... in contrast to most other animals including
non-human primates, humans have an exceptional capacity to produce salivary amylase in order to begin hydrolysis
of starch in the mouth.”
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can't be responsible for this change. Nor is it likely to be some other carbohydrate staple. Wheat
consumption, for example, has been falling for a century. People in the US ate almost twice as
much wheat (primarily in the form of bread) in the 1880’s than they do today [74, 75]. If wheat
were responsible, people would have been massively obese during reconstruction and entirely lean
today. Obviously that is not what we observe.

If the historical data isn’t enough for you, there are entire reviews devoted to the health impacts

of wheat [76], pretty conclusively showing that it isn't a cause of obesity.

2.2.3 Sugar

Everyone knows that added sugar is the real villain, right? Wrong again.
Sugar consumption has been declining for 20 years in the US, while obesity and diabetes rates
have increased. The sugar data in Figure 4 includes all added sugars such as honey, table sugar, and

high-fructose corn syrup, but doesn’t include sugars naturally occurring in fruits and vegetables.

US Sugar Intake vs. Obesity Prevalence, 1980-2013
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Figure 4: Overall sugar intake from 1980 to 2013 in the United States. Figure prepared by Stephan
J Guyenet, reproduced with permission.

We see something similar in what has been called The Australian Paradox [77], where obesity
in Australia nearly tripled between 1980-2003, while sugar consumption dropped 23%.

Multiple lines of evidence confirm that sugar consumption is falling worldwide |78]. In the US,
consumption of sugary beverages dropped between 1999 and 2010 [79]. We see the same trend in
longitudinal studies of a particular cohort tracked from 1991 to 2008 [80]. It’s not that consumers
can't find the sugar they crave, of course — there have been no major changes in the availability
of sugary foods [47].

We see that public health efforts to reduce sugar consumption have worked. In fact, they've
worked very well. But they don’t seem to have made any difference to the ohesity epidemic.

Tightly-controlled metabolic ward studies also show that the sugar content of a diet doesn’t
matter much. One study of 17 men compared a 25 percent sugar, high-carbohydrate diet to a
2 percent sugar, very-low-carbohydrate (ketogenic) diet of equal calories [81]. After four weeks,

they found that the high-carbohydrate diet caused slightly more body fat loss than the very-low-
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carbohydrate (ketogenic) diet, despite the fact that the two diets differed more than tenfold in sugar
content. We see similar results in mice [82] and in rats [83]: “Animals fed a low-fat, high-sucrose
(LH) diet were actually leaner than animals fed a high-complex-carbohydrate diet.”

We can further cite the fact that many cultures, such as the Hadza of Tanzania, the Mbuti
of the Congo, and the Kuna of Panama all eat diets relatively high in sugar (sometimes as high
at 80%), and yet none of these cultures have noticeable rates of obesity, diabetes, cardiovascular
disease, ete. [10, 11, 12]

2.3 Diet in General

Over the past 40 years, there hasn’t been much of a change in where people get their calories from.
Americans get about 50% of their calories from carbohydrates, 30% from fat, and 20% from protein,
and they have for years [47]. At the same time obesity continues to go up and up. Comparing these
two trends, it’s hard to imagine that macronutrients have anything to do with the obesity epidemic.

You'll recall that Mystery 8 is that all diets work about equally well. It doesn’t matter which
diet you choose — you lose about the same number of pounds regardless.

All diets work. The problem is that none of them work very well. Stick to just about any diet for
a couple weeks and you will probably lose about 10 pounds. This is ok, but it isn’t much comfort for
someone who is 40 lIbs overweight. And it isn’t commensurate with the size of the obesity epidemic.

Systematic comparison of weight-loss diets with different compositions of fat, protein, and
carbohydrates finds that across many different reduced-calorie diets, people lose about 13.2 1bs (6
kg) over six months, and that in all cases people began to gain weight back after 12 months [84].
It’s not just weight loss, either. Satiety, hunger, satisfaction with the diet, and adherence to the
protocol is similar for all diets.

There are too many diets to review in full, of course, but we see the same pattern in every diet

that has been extensively studied. Let’s look at just a few.

2.3.1 Ketogenic Diet

We've already mentioned a few ketogenic diets, and as we've seen, they don’t work much better
than other diets do.

There is one meta-analysis of ketogenic diet studies, comparing very-low-carbohydrate ketogenic
diets to low fat diets in overweight and obese adults [85]. Across thirteen randomised controlled
trials, ketogenic diets only caused 2 pounds (0.9 kg) more weight loss than the traditional low-fat
diets after 12 months.

2.3.2 Low-Glycemic Diet

Study after study finds that low-glycemic diets don’t work for weight loss.

One study from 2007 randomly assigned 203 women to either a high-glycemic or low-glycemic
diet. The difference in glycemic index was considerable, with the high-glycemic diet having an index
twice as high as the low-glycemic diet [86]. The groups consumed the same amount of calories and
reported similar levels of hunger.

Despite this, there was no difference between the groups. After two months the LGI group
had lost 1.6 1bs (0.72 kg) and the HGI group had lost 0.7 lbs (0.31 kg), but this difference wasn’t
sustained. After 18 months on the diet, the LGI group had lost 0.9 Ibs (0.41) kg and the HGI group
had lost 0.6 1bs (0.26 kg), and this difference was statistically indistinguishable (p = .93). Large
differences in glycemic index have no meaningful long term (or even short-term) effect on calorie

consumption or body weight.
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Another 18-month randomized trial compared a low-glycemic load (40% carbohydrate and
35% fat) vs low-fat (55% carbohydrate and 20% fat) diet in 73 obese young adults in the Boston,
Massachussets area [87]. In both diets, participants were largely eating whole foods; vegetables,
beans, and fruit were major components of both diets. In both diets, people were allowed to eat
as much as they wanted.

Both groups reported similar levels of hunger and consumed similar amounts of calories. The
two diets were rated equally easy to stick to and equally tasty. Both groups lost about 4-5 lbs after
6 months. But both groups started to gain weight back soon after. In fact, the trajectory of weight
loss was so identical, statistical analysis returned a p-value of 0.99, which indicates that the two
trajectories are about as statistically indistingunishable as is mathematically possible.

We find this in study [88] after study [89]. Meta-analysis also finds that low-glycemic diets don’t
do any better than other diets when it comes to weight loss [90]. Even when the reviewers pick
out the studies that show the best performance for low-glvcemic diets, they still find a difference
of only 4 lbs (1.8 kg).

2.3.3 Future Dietary Explanations

Eating fewer calories will lead most people to lose a couple pounds, and it doesn’t really matter
what calories they restrict. Cutting back on fat works about as well as cutting back on carbs. In
both cases, a couple pounds isn’t enough to explain the obesity epidemic.

Over the past 50 years, medical science has looked at diet from practically every angle. But
none of these diet-based explanations have gone anywhere. People are still getting fatter. They
got fatter over the last decade. And they got fatter over the decade before that. And the one
before that. Every country in the world is growing more obese. And the trend has never once been
reversed.

You could certainly cook up another diet-based explanation. But there’s no reason to expect
that this explanation would do any better than any of the others.

It’s time to start looking for explanations outside the world of calories, macronutrients, and

exercise. At this point, we should assume that the obesity epidemic isn't caused by our diet.

2.4 Lifestyle

Could it be a lifestyle difference? Possibly, but signs point against it. Smoking is more prevalent
in Japan than among Japanese-Americans, vet Japanese-Americans have much higher rates of
hypertension [73|. Similarly, many hunter-gatherers are heavy smokers, including the Kitavans
(76% of men and 80% of women) and the Bushmen of South Africa [18], but these societies have

no sign of heart disease.

2.5 Lipostat

There is one theory of obesity which is almost entirely satisfying, based around the body’s ability
to regulate its adiposity.

A house has a thermostat. The owner of the house sets the temperature to 72 degrees F. The
thermostat detects the temperature of the house and takes action to drive the temperature to the
set point of 72°F. If the house is too cold, the thermostat will turn on the furnace. If the house is
too warm, the thermostat will turn on the air conditioning.

The human body has a lipostat (from the Greek lipos, meaning fat). Evolution and environ-

mental factors set body fatness to some range — perhaps a BMI of around 23. The lipostat detects
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how much fat is stored and takes action to drive body fatness to the set point of a BMI of 23. If
vour body is too thin, the lipostat will drive you to eat more, exercise less, sleep more, and store
more of what yvou eat as fat. If your body is too fat, the lipostat will turn on the air conditioning.
Just kidding, the lipostat will drive you to eat less, move and fidget more, and store less of the
food you eat as fat.

According to this theory, people become obese because something has gone wrong with the
lipostat. If the owner of a house sets the thermostat to 120°F, the house will quickly become too
hot, and it will stay that way until the set point is changed or the furnace explodes. Something
similar is happening in obesity. The set point has been moved from a healthy and natural level of
adiposity (BMI of about 23) to an unusually high level (BMI 30+ ), and all the regulatory systems
of the body are working in concert to push adiposity to that level and keep it there.

The lipostat model is supported by more than a hundred years of evidence [91]. By the 1970s,
Dr. Michel Cabanac and collaborators were publishing papers in the journal Nefure on what they
called the “ponderostat™ (pondero — weight) [92]. This was later revised to the adipostat (adipo
fat), and eventually, as we call it here, the lipostat.

Modern neuroscience [93] and medical review articles [94, 95, 96] overwhelmingly support this
homeostatic explanation. In animals [97] and humans [98], brain damage to the implicated areas
leads to overeating and eventual obesity. These systems are well-understood enough that by target-
ing certain neurons you can cure [99] or cause [100, 101] obesity in mice. While we don’t approve
of destroying neurons in human brains with hyperspecific chemical techniques, the few weight-loss
drugs approved by the FDA largely act on the brain.

The lipostat explains why diet and exercise work a little, why they don’t work well enough to
reverse obesity, and why even people who lose weight on diets generally end up gaining that weight
right back.

In a house where the thermostat has been set to 120°F, there are a lot of things we can do
to lower the temperature. We can open all the doors and windows. We can open the icebox. We
can order mountains of dry ice off of the internet. All of these things will lower the temperature
of the house a little, but even with these measures, the house will still be hotter than the healthy
temperature of 72°F. The furnace will work double-time to push the temperature back up to 120°F,
if it’s not redlining already. And as soon as you relax any of your heat-dissipation measures, the
temperature will go right back up to where it was before.

(We can also go down into the basement and hit the furnace with crowbars until it doesn’t
work very well anymore. This is a pretty extreme solution and also, incidentally, why gastric
bypass surgery works so great.)

When people intentionally overeat, as in the overfeeding studies we reviewed, they temporarily
gain a little weight, but when they stop overeating, they quickly return to their original weight.
When people intentionally undereat, as they do on a diet, they temporarily lose a little weight,
but when they stop undereating they quickly return to their original weight. In fact, they usually
return to near their original weight even if they keep undereating. The lipostat has a target weight
and, when not actively opposed, it will push your body weight to that weight and do its best to
keep it there.

There are many signals that the brain uses to measure how much fat the hody is carrying. One
of the most important is the hormone leptin, which is naturally produced by fat cells. Part of the
action of the lipostat is making sure that leptin levels are kept within a desired range, which helps
keep us at a desired weight.

Very rarely, people are born with a genetic mutation that makes it so their fat cells no longer

produce leptin [102]. The lipostat notices that it isn’t detecting any leptin, and assumes that the
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body has no fat stores at all, with predictable results. Usually these children are of normal birth
weight, but from the first weeks of their lives, they are insatiably hungry. By age two, they weigh
more than 50 pounds, and may be as high as 60% fat by weight. They have a truly incredible drive
to eat|23].

... leptin-deficient children are nearly always hungry, and they almost always want to
eat, even shortly after meals. Their appetite is so exaggerated that it’s almost impossible
to put them on a diet: if their food is restricted, they find some way to eat, including
retrieving stale morsels from the trash can and gnawing on fish sticks directly from the
freezer. This is the desperation of starvation [...]| they become distressed if they’re out
of sight of food, even briefly. If they don’t get food, they become combative, crying and

demanding something to eat.

The lipostat account is extremely convincing. The only weakness in the theory is that it’s not
clear what could cause the lipostat to be set to the wrong point. In leptin-deficient children, their
body simply can't detect that they are obese. But most people produce leptin just fine. What is it
that throws this system so totally out of balance?

While the lipostat perspective does in a sense explain why people become obese (their lipostat
is out of alignment), it's not really a theory of the obesity epidemic, since it doesn’t explain why
our lipostats began getting more and more out of balance around 1980).

Ewven advocates of the theory are perfectly willing to admit this. In The Hungry Brain, Stephen
Guyenet writes|23]:

Many researchers have tried to narrow down the mechanisms by which [diet] causes
changes in the hypothalamus and obesity, and they have come up with a number of hy-
potheses with varying amounts of evidence to support them. Some researchers believe
the low fiber content of the diet precipitates inflammation and obesity by its adverse
effects on bacterial populations in the gut (the gut microbiota). Others propose that
saturated fat is behind the effect, and unsaturated fats like olive oil are less fattening.
Still others believe the harmful effects of overeating itself, including the inflammation
caused by excess fat and sugar in the bloodstream and in cells, may affect the hypotha-
lamus and gradually increase the set point. In the end, these mechanisms could all be

working together to promote obesity. We don’t know all the details yet...

Guyenet favors a “food reward” explanation, where eating “highly rewarding food” causes a
mild form of brain damage that turns up the set point of the lipostat. He's even gone so far as to
propose (as an April Fools joke) a collection of boring recipes called The Bland Food Cookbook.

You'll notice that in all these theories, the factors that damage the lipostat are related to
diet. But as we've just argued above, the persistent failure to find a solution in our diets strongly

suggests that we should start looking elsewhere for the explanation.

2.6 What, Then?

We should start seriously considering other paradigms. If diet and exercise are out as explanations
for the epidemic, what could possibly explain it? And what could possibly explain all of the other

bizarre trends that we have observed?
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3 Environmental Contaminants

Only one theory can account for all of the available evidence: the obesity epidemic is caused
by one or more environmental contaminants, compounds in our water, food, air, at
our jobs and in our homes, that change how our bodies regulate weight.

These contaminants are the only cause of the obesity epidemie, and the worldwide increase in
obesity rates since 1980 is entirely attributable to their effects. For any two people in a group, the
difference between their weights in largely genetic, because everyone is exposed to similar levels
of contamination. But the difference between the average weight in 1980 and the average weight

today is the result of environmental contaminants.

3.1 Weight Gain in Response to Medication

We know that this is biologically plausible because there are many compounds that reliably cause
people to gain weight, sometimes a lot of weight.

Weight gain is a common side effect of the psychiatric drug Clozapine (Clozaril). On average,
people taking Clozaril gain about 10 to 15 pounds [103, 104]. This is dose-dependent — If you take
a larger dose, you gain more weight — and on high doses people sometimes gain fifty or even a
hundred pounds [105].

Weight gain is a common side effect of the psychiatric drug Olanzapine (Zyprexa). According
to some sources, more than 50% of people taking this drug gain weight as a side effect |[106]. In
certain populations, the rate of extreme weight gain can be as high as 90% [107]! In one study, a
group of 442 people taking Olanzapine gained an average of 30 lbs (13.7Tkg) after 48 weeks on a
normal dose [106]. Other studies find similar numbers — about 20 lbs after a couple weeks and
about 30 1bs after a year [108]. There’s some evidence that the weight gain is dose-dependent [109].

Weight gain is a common side effect of the psychiatric drug Haloperidol (Haldol). In one study,
average weight gain on Haloperidol was 8.4 1bs (3.8 kg) at 3 months and 21.3 lbs (9.7 kg) at 1 year
[110]. There was a lot of variation between individuals though. If we assume that weight gain was
approximately normally distributed, some back-of-the-envelope statistics suggests that about 2%
of patients would gain 60 lbs or more after 1 year.

Weight gain is a common side effect of the psychiatric drug Risperidone (Risperidal). In the
same study as above, average weight gain on Risperidone was 13 1bs (5.9 kg) at 3 months and 19.6
Ibs (8.9 kg) at 1 year [110]. Again there was a lot of variation, and while it’s hard to tell without
the raw data, again a reasonable guess would be that some people gain as much as 60lbs. This also
appears to be dose-dependent [111].

Weight gain is a common side effect of the element lithium (lithium), which is often used as a
psychiatric medication. Almost all patients seem to gain some weight on lithium, and about half
of them report serious weight gain, on average 22 lbs (10 kg) [112]. Weight gained is correlated (r

A4, p < .001) with the dosage. Some reports suggest that 20% of patients gain more than 10 kg
on lithium [113].

Unsurprisingly from the lipostat perspective, you'll notice that all of these are psychiatric
medications. Presumably, they affect the brain. Weight gain is a side effect of many drugs, but
it’s especially famous in the antipsychotics [114]. Further, weight gain in many of these drugs is

associated with enhanced leptin levels [103].
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3.2 Mysteries

We need a theory that can account for all of the mysteries we reviewed earlier. Another way to

put this is to say that, based on the evidence, we're looking for a factor that:

1. Changed over the last hundred years

2. With a major shift around 1980

3. And whatever it is, there is more of it every year

4. Tt doesn’t affect people living nonindustrialized lives, regardless of diet

5. But it does affect lab animals, wild animals, and animals living in zoos

6. It has something to do with palatable human snackfoods, unrelated to nutritional value
7. Tt differs in its intensity by altitude for some reason
8

. And it appears to have nothing to do with our diets

Environmental contamination by artificial, human-synthesized compounds fits this picture very

well, and no other account does.

3.2.1 Normal Mysteries

Mystery 1: The Obesity Epidemic People were skinny before the modern era because these
contaminants didn’t exist back then.

People’s diets were “worse” in the past — full of lard and bread — because diet doesn't cause
obesity. The 1% of people who were obese in the past were people with one of the various medical
conditions known to cause obesity, such as Prader-Willi Syndrome, hypothyroidism, or hypotha-

lamic lesions.

Mystery 2: An Abrupt Shift People rapidly started getting more and more obese starting
around 1980 because the contaminants are the product or byproduct of some industrial process.
We're looking for compounds that were invented around 1960 or 1970, because it would probably
take a few years for enough to get into the environment to start affecting us.

Alternatively, these might be compounds that had been invented much earlier, but only began

to see widespread deployment around 1980. Either way, we're looking for that abrupt shift.

Mystery 3: The Ongoing Crisis The obesity epidemic keeps getting worse because these
contaminants continue to be produced and continue to build up in the environment. Every year
they accumulate and each of us gets a larger dose. This suggests that we are looking for compounds
that don’t break down easily, or at least are being introduced into the environment faster than

they break down.

3.2.2 Weird Mysteries

Mystery 4: Hunter-Gatherers Different groups of hunter-gatherers remain lean while eating
very different diets because the human body can thrive on many kinds of food. Some of the diets
are extremely high-fat. Some of them are extremely high-starch. Some of them are extremely high-
sugar. Some eat an extremely varied diet, while others get almost half of their calories from a
single food source. But they don’t become obese, because they're eating fat right off the gemsbhok
or yams straight out of the ground, and living in grass huts.

When hunter-gatherers adopt an industrialized lifestyle, however, they become obese just like

anyone else. You'll recall that, in 1990, a team led by Staffan Lindeberg traveled to the island of
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Kitava and found that none of the Kitavans were obese, despite the fact that they had plenty of
foods and ate a very starchy diet [17, 18].

It’s true that none of the Kitavans living on the island were at all overweight. But there were
actually two overweight Kitavans — both men who had grown up in Kitava, had since moved away
for many years, and who happened to be visiting at the time of the study. Lindeberg managed
to examine one of them, a 44-year-old businessman named Yutala, who had left the island fifteen
vears earlier to become a businessman in Papua New Guinea. At the time of the study, Yutala was
almost fifty pounds heavier than the average Kitavan man of his height, twelve pounds heavier than
the next heaviest man, and had the highest blood pressure of any Kitavan Lindeberg examined.

When he moved away from the island, Yutala was exposed to a modern way of living. More
importantly, he was exposed to the contaminants of an industrialized society. As a result, he became
overweight.

Yutala isn’t an isolated case. In fact, this happens with some regularity. Lindeberg notes, “an
epidemic of obesity and weight gain has occurred in former traditional populations that transitioned
to a Western lifestyle,” and cites a total of 17 sources to support this claim, including examples
from Sudanese communities [115], Native Americans [116], Pacific Islanders [117], South Australian
Aborigines [118], and the people of Vanuatu [119]. “When humans switch from an ancient to a
Western lifestyle,” he says, “they experience increased waistlines, reduced insulin sensitivity, higher

blood pressure and a host of related disorders and diseases.”

Mystery 5: Lab Animals and Wild Animals Lab animals and wild animals are becoming
more obese because they are exposed to the same environmental contaminants that we are. If they
are living around humans, in or around our buildings, eating industrially-prepared foods, or the
scraps of such foods, they are exposed to contaminants in the same way as the rest of us. Even
if they're not living in close proximity to humans, these compounds are probably in groundwater

and drinking water.

Mystery 6: Palatable Human Food Lab rats gain more weight from human foods than they
do from rat chow with similar nutritional properties because obesity doesn’t come from fat or
carbohydrate content, but from contaminants in the food, and human food has more contaminants
than the rat chow does, likely from packaging and processing.

Processed foods end up with more contaminants in them — for example, there are 4x more
phthalates in Kraft mac and cheese powders than in block cheese, string cheese, and cottage cheese.
Another example are these results from the FDA, as reported by the AP. In terms of explaining
why the cafeteria diet is so fattening, it's especially illustrative that grocery store chocolate cake
was an extreme outlier, with concentrations of PFPeA more than 100 times higher than chocolate
milk.

Doesn’t this mean that avoiding packaged and processed food should reverse obesity? We think
the answer is “maybe”. There’s not a lot of research on “whole foods” diets, but the evidence that
we do have is quite promising [120]. People seem to lose a reasonable amount of weight and keep
it off for up to 12 months when they’re eating largely unprocessed plant-based foods. But we
should be skeptical of these results until there are more studies. While this diet lowered almost
everyone’'s BMI, when we look at individual results, most people remained obese or overweight
after 12 months on this diet. Similar findings are characteristic of Paleolithic diets. Even when the
studies are conducted by advocates of these diets, they produce very moderate benefits, in one case
causing only 6.6 lbs (3 kg) more weight loss than a comparison diet across a 3-month period [121].

There do happen to be a couple compelling anecdotes. In 2010, Chris Voigt, the Executive
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Director of the Washington State Potatoes Commission, vowed to eat nothing but 20 plain potatoes
(and a small amount of cooking oil) for 60 days straight to demonstrate that potatoes are perfectly
healthy, and in fact nutritious enough to sustain a person for quite a while (here’s his website).

This wasn’t intended as a weight loss diet — in fact, 20 potatoes a day was the amount he
calculated he would need to maintain his weight (2,200 calories). Despite this, Voigt lost 21 pounds
over his sixty-day diet. He even had trouble eating enough — he just wasn’t very hungry. Why
would this happen? Well, unprocessed potatoes are about as raw a food as you can find, and
won’t pick up contaminants from industrial cooking and packaging. If Voigt was being exposed to
contaminants through his everyday diet, then switching to potatoes largely cooked at home would
lead him to getting a much lower dose of contaminants.

Most people are likely exposed to some of these contaminants in their diet, so eating a diet with
fewer contaminants helps. But most people are also likely exposed at home, at work, and through

their drinking water, so diet alone can only help so much.

Mystery 7: Altitude Obesity is less common at high altitudes because of the watershed. En-
vironmental contaminants build up as water flows downhill and are in much higher concentrations
as you approach sea level.

For example, take a look at the map of by-state obesity levels shown in Figure 5.
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Figure 5: Prevalence of Self-Reported Obesity Among U.S. Adults by State and Territory, 2018.
Map from the CDC.

The Mississippi watershed is America’s largest drainage basin, covering 41% of the country. If
vou compare that map of state-level obesity to a map of the Mississippi watershed, you'll see that
every single state with obesity rates of >35% borders on a river from this watershed system. Also
informative is that the three states at the mouth of the river, Mississippi, Arkansas, and Louisiana,
are #1, #3, and #4 in the nation in terms of obesity rate (39.5%, 37.1%, and 36.8%, respectively).

Obesity rates are high everywhere in America, but we can see that they are higher in states
where the groundwater has covered more distance, and had more time to accumulate contaminants.
States where groundwater comes from shorter river systems have a clear tendency towards lower
(though still in the range of 25%-30%) rates of obesity.

If this is the case, we should also see similar patterns in other countries.

China has two major rivers, the Yangzi and the Yellow river. It’s hard to find good province-
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level maps of obesity for China, but in general the information we have [122, 123] shows that
Shandong Province, at the mouth of the Yellow River, has the highest rate of obesity. Shanghai, at
the mouth of the Yangzi, is not quite as obese, but still more obese than the neighboring provinces.
And in general we see that provinces at lower elevations are more obese.

There are always a few confusing outliers, of course. Why are Maine, North Dakota, and Al-
abama so obese? In China, why are Xinjiang and Heilongjian provinces so obese? The answer is
that watersheds play a role in the distribution of contaminants, but are not the whole story.

In some cases, though, the answer may come back to watersheds after all. For example, Xinjiang
province’s main watershed is the Tarim Basin, an endorheic basin that captures water and has no
outlet. Rain that falls in the Tarim Basin flows to Lop Nur and stays there. The water might
evaporate, but any contaminants it carried will stay in the basin.

We see similar trends in data from Iran [124]. Many of the most obese provinces are near the
Caspian Sea, another endortheic basin. We weren’t able to find similar maps for Russia or for
Kazakhstan, two other large countries bordering on the Caspian, but we would expect them to
look similar. The other highly obese provinces in Iran are low-lying provinces bordering the Persian
Gulf.

There are obvious and often extreme differences in obesity between people at 0 ft of altitude
and 500 ft of altitude, both in the US and in other countries. The changes in CO3 aren’t enough
to make any difference, but water runoff could.

It's important to note that altitude itself doesn’t affect obesity directly. Instead, altitude is a
proxy for how high an area is in the watershed, which is itself a proxy for how badly the local water
supply is contaminated. This is why Mississippi is more obese than low-lying areas of California. In
California the water supply hasn’t traveled nearly as far in its path to the ocean, and has traveled

past fewer farms, highways, cities, and factories.

Mystery 8: Diets Don’t Work Finally, no diet will reliably help because obesity isn't caused
by a bad diet and can’t be cured by a good one. Hypothetically speaking, if there was a person
who was only exposed to these contaminants in their food, cutting out the contaminated food for
long enough would theoretically cure them. This may be what happened with Chris Voight when
he cut out everything but potatoes.

Ultimately, the fact that diets don’t work very well for most people suggests that we pick
up these contaminants from other sources than just our food. Probably they are also, to varying

degrees, in our water, our workplaces, and our homes.

3.3 Contamination

We aren’t the first researchers who are concerned about environmental contaminants and the role
they might play in rising obesity rates. But the scope of this inquiry has traditionally been limited
to how contaminants might contribute to the obesity epidemic.

One review focuses on food additives, both intentional (e.g. artificial sweeteners) and unin-
tentional (pesticides), suggesting that “environmental contaminants are contributing to the global
epidemic of obesity”, and suggests that the review will be “helpful in elucidating their role in the
obesity epidemic” [125]. Another review focused on endocrine disrupting chemicals, but closes by
saying, “public health officials should think of the obesity epidemic as a function of a multifacto-
rial complex of events, including environmental-endocrine disruptors” [126]. Yet another mentions
“nutrient quality, stress, fetal environment and pharmaceutical or chemical exposure as relevant

contributing influences” [127].
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Canaries in the Coal Mine documents the rise in obesity in wild and captive animals and sug-
gests that “the aetiology of increasing body weight may involve several as-of-yet unidentified and/or
poorly understood factors” [19]. What factors could these be? They list a couple: viral pathogens,
epigenetic factors, and at the very end of the paper, “the collection of endocrine-disrupting chemi-
cals (endocrine-disruptors), widely present in the environment.”

A statement from the 2nd International Workshop on Obesity and Environmental Contaminants
in Uppsala, Sweden [128] concluded that “the findings from numerous animal and epidemiological
studies are consistent with the hypothesis that environmental contaminants could contribute to
the global obesity epidemic.”

A National Toxicology Program workshop from 2012 [129] suggests that “exposures to envi-
ronmental chemicals may be contributing factors to the epidemics of diabetes and ohesity.” They
suggest that there is a link between some forms of contamination and type 2 diabetes, but overall,
they say that there is still not enough research to draw firm conclusions.

Despite this interest, all the claims have been quite mild, identifying environmental contami-
nants as possibly being one of many factors contributing in some small way to the obesity epidemic.
In contrast, we propose that the obesity epidemic is entirely driven by environmental
contaminants. The entire difference in obesity between 1980 and today is attributable to one or
more contaminants that we are exposed to in our food, water, and living spaces.

Still, not everyone today is obese. There are two reasons for this. First of all, even though every-
one is exposed, some people are exposed to more than other people. If you live in an environment
with less exposure, for example at a higher altitude, on average you will be less obese.

Some people are also less affected by these contaminants than other people, even at the same
dose, and this difference is largely genetic [130]. But even these people probably still, on average,
have much more body fat than their ancestors did. Hunter-gatherers have BMIs of around 22 or
23. Civil War veterans in the 1890s had average BMIs of about 23 as well. If your BMI is higher
than 23, you're probably fatter than you would be without the action of these contaminants.

Sometimes it is these factors in combination. If you have a genetic resistance and you're exposed

to low levels of these contaminants, you'll be much less obese than average.

3.4 Further Evidence in Favor of Contaminants

The difference in obesity rates between countries, as well as the differences between states or
provinces within a country, is also the result of differences in contamination. Some of it will he
genetic, but some of it is because some places are more contaminated than others.

Some of the strongest evidence for this comes from immigration. When they arrive in a new
country, immigrants usually have lower obesity rates than their native counterparts do, but over
time they become about as obese as the natives are [131]. Looking at the trends, it appears that
much of the effect of the contaminants occurs in the first year of exposure, though it takes 10-15
vears before immigrants have obesity rates similar to the rates in the host country.

During the Cuban economic crisis known as the “Special Period”, obesity rates plummeted, from
14% obese to 7% obese [132]. Normally this is attributed to the decrease in calorie consumption
and the increase in exercise, as oil shortages led people to drive less and walk or bike more. But
we know already that reducing consumption and increasing exercise have very modest effects on
weight loss.

The average Cuban lost about 20 pounds in just a couple of years — even though in 1993, two
vears into the crisis, the average Cuban was still eating a very reasonable 2,099 calories per day

[133]. Food was restricted, but very few people were starving. While obesity dropped from 14% to
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7%, the number of people listed as “underweight™ only went from 8% to 10.3%. And it’s not like
they were eating all that healthy — “the primary sources of energy during the crisis were sugar
cane and rice.”

Rarely mentioned but particularly notable is that food imports virtually ceased during this
period. If we assume that Cuban obesity was partially a result of contaminants in their food
imports, this explains the data perfectly. Alternately, we can note that fertilizer and pesticide use
sharply declined in this period as well, as both were normally derived from oil, which the island
was now seriously lacking. These are also potential contaminants.

One surprising fact is that the most obese countries in the world by BMI are all tiny island
nations in the south or central pacific — Nauru, Tonga, Samoa, Tuvalu, Palau, the Cook Islands,
and others. Depending on the year and the source, the 10 most obese nations in the world fall into
this category. Obesity rates in these countries are not merely high, they are clear outliers. The
most obese mainland nations are around 35-40% obese, but these small pacific islands have obesity
rates in the range of 45-60%. Certainly this requires some sort of explanation.

To begin with, there are some reasons to suspect that this is largely an artifact. These islands
all have very small populations and are genetically homogeneous, so it's possible that much of
the difference is genetic. Polynesians also appear to be slightly stouter and more muscular than
other groups, which may mean that BMI is a bad measure for this group and leads us to slightly
overestimate how obese they are. With a better measure of obesity, their obesity rates might be
more similar to the rates of other very obese countries, like Kuwait and the United States.

In addition, Polynesian countries import most of their food and eat a lot of highly processed,
canned meat (famously spam [134]), which may be more contaminated than average. It's also
notable that Nauru, the most obese (61%) country in the world, has been heavily strip-mined for
phosphate. This is interesting because mining is a major source of environmental contamination.
For comparison, West Virginia is an obesity outlier in the United States, and it too has a long
history of strip mining. In any case, this is why Nauru imports so much food — with about 80%
of the island strip-mined, they can’t grow anything there. Most of these islands are not so heavily

mined, of course, but this might explain why Nauru is 61% obese and Samoa is “only” 47% obese.

4 Criteria

Evidence strongly suggests that the obesity epidemic is the result of environmental contaminants.
However, it’s not entirely clear exactly which contaminants are responsible.

If we're lucky, a few compounds are entirely responsible for the increase in obesity over the past
forty years, and we can ban those chemicals.

If we're not lucky, the obesity epidemic is the result of dozens or even hundreds of different
contaminants, each with a small effect, which when combined lead to extreme obesity. In this case
we can try to ban or regulate them all, but it will be much more difficult to find ways to get all of
them out of our food, water, and homes.

While more work will be needed to pin down exactly what contaminants are responsible, we
can make some very educated guesses, because we already know what kind of contaminants we're

looking for.
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4.1 Invention and Introduction

The big inflection point for the obesity epidemic was around 1980, so we should be looking for
compounds that entered the environment slightly before then. Either they were discovered around
1960-1970 and were immediately introduced, or they were discovered some time before and went
into widespread use just before 1980.

These contaminants may be synthetic, but they don’t have to be. These could also be naturally
occurring compounds that are introduced into the environment through human activity.

We're aware that correlation doesn’t imply causation. By itself, showing that the time course
of some contaminant is related to the upward trend in obesity rates isn't enough to show that the
contaminant is responsible for the obesity epidemic. But it is suspicious. We should keep in mind
that the link between smoking and lung cancer was largely established through correlational data.

If we don't see a relationship between a contaminant and the obesity epidemic, it’s harder
to make the case for that particular contaminant. For example, some people have proposed that
certain milk proteins might be behind the obesity epidemic. But if vou look at dairy consumption
by country, vou immediately see that some of the leanest countries are near the top and many of
the most obese countries are near the bottom. As a result, we don’t think this is a serious candidate
and we don’t discuss it in this paper. A relationship is one of the first signs we should look for in

a proposed explanation, even though, by itself, it’s not enough to be convincing.

4.2 Between-Group Differences

There are large differences in rates of obesity between counties, states, countries, and even profes-
sions [135].

Some of this is due to differences in factors like altitude or genetics. For example, in a group
of about 43,500 patients from the San Francisco bay area, the rate of obesity in European-
Americans was about 26%, but the rate of obesity among Asian-Americans was much lower, at 12%
obese [136]. This also differed quite a bit by specific ethnicity. Among Asian-Americans, Filipino-
Americans (24%) and Indian-Americans (17%) were the most obese, and Chinese-Americans (7%)
and Vietnamese-Americans (6%) were the least obese.

This suggests that even if these environmental contaminants were just as widespread in China
as they are in the United States, the rate of obesity would only be about 7%. In this light, it’s not
surprising that the rate of obesity in China is currently around 6%. That isn’t a mystery that we
need to explain, it’s about what we would expect based on what we know about the genetics of
obesity.

Despite this, some of the difference in obesity rates between countries is probably due to differ-
ences in exposure to contaminants. This is something we should keep an eve out for. In contrast
to China, Indian-Americans are about 17% obese, less obese than European- Americans but much

more obese than people living in India, who are only about 4% obese.

4.3 Dose Dependence

An obvious smoking gun would be if the amount of exposure to a contaminant were related to
obesity. If people who are exposed to a high dose of the contaminant are fatter than those who are
exposed to a low dose, that would be a strong indication that the contaminant is responsible.
Right? Well, maybe.
We are all living in a fattening environment. A 2012 meta-analysis of 115 studies concluded that

around 75% of individual difference in BMI is genetic [130]. This is entirely compatible with the
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idea that contaminants are responsible for the difference between obesity rates in 1970 and 2020.
It just means that, now that evervone has been exposed to more or less the same contaminants,
75% of the variation in the population is genetic.

That only leaves 25% of the variance to potentially be explained. If we assume that all of that
variance is due to differences in dose, then some simple math tells us that the correlation between
dose would be r — 0.50. This is a reasonably large correlation, but we also shouldn’t expect things
to be so simple. If we expect that there are ten contaminants, the correlation between dose and BMI
for each would be about r — 0.16. If dose explains only 15% of the remaining variance rather than
25% (leaving a reasonable 10% as the result of noise), the correlation for each of the contaminants
would be r — .12.

With a large enough sample size, this would certainly be detectable. But dose alone almost
certainly can’'t explain all the remaining variance. We should be aware that even if there is a
strong dose-dependent effect, the effect size might appear statistically to be quite small.

At some point in the past, these contaminants weren’t in the environment at all. Now, they're
so widespread that almost everyone in the industrialized world is getting a dose. This means we're
working with a restricted range. No one, or almost no one, has a dose near zero. Most of us are
probably getting similar doses — that’s part of what it means when we see that 75% of the variation
in the current population is genetic.

When the range of a variable is restricted, the correlation always ends up looking smaller than
it really is. Bland and Altman [137] show that, for a dataset with a true correlation of r — .82,
with different range restrictions the apparent correlation can be .51, .47, or even as small as .18!
In some cases, a restricted range can even make a positive correlation appear to be negative.

We know that in most samples, everyone will have similar levels of exposure to the contami-
nants®. We’ll be working with a restricted range, and any correlation we see will be smaller than the
true correlation. It's not clear how restricted our range is, but the correlation we see may be much
smaller than the true relationship. It might disappear altogether, or even appear slightly negative.
And remember, if genetics is 75% of the variance, then the largest dose-dependent correlation we
can expect to see is only .50, which is not all that large to begin with.

One pattern you might expect to find is that dose-dependent effects only become apparent in
samples with a wide range of dosages — that is, in cases where the range isn't restricted. They
might be especially pronounced in groups that have extremely high levels of exposure, such as
people who work with these contaminants directly, because that increases the range of dosages.

There might also be diminishing returns. Let’s imagine that today, people on average get a
dose of 100 units. Back in 1970, everyone got a dose of (0 units. Now, the first 20 units might be
very fattening indeed. But in general, the human body can only get so fat. The first 20 units might
make you gain 20lbs on average. But the next 20 units only make you gain 10lbs. And the next 20
units make you gain only 5lbs. Now that everyone is at 100 units, every additional unit of exposure
leads to a nearly undetectable change in body mass.

We don’t know that there is diminishing weight gain from greater doses of these contaminants,
but diminishing returns are pretty common in pharmacology (see e.g. [138]). If there are diminishing
returns, we may be near or past the ceiling effect, in which case we might not be able to detect a

dose-dependent effect. If this were the case, however, we might expect to see dose-dependent effects

3This is a known issue in studying public health. E.g. Lindeberg [18]: "Another difficulty is that the variation of
dietary habits in the population being studied may be too small to allow for demonstration of a possible relationship
with health. Salt consumption among a particular ethnic group may not show much variation, and the majority has
an intake that is much higher than what was practically feasible during evolution. This problem can be compared
to studying the importance of smoking for myocardial infarction without having access to non-smokers. {In the case
of smoking, often no relation is apparent in epidemiological studies.)"
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in samples with lower average doses; perhaps samples from the 1980s or 1990s, or samples from
developing countries which don’t yet have doses in the same range as industrialized countries.

A further complication is that being exposed to contaminants doesn’t make you gain weight
that very same day. Even on Olanzapine, which makes people gain an average of 13.7 kg after 48
weeks, you generally don’t see your first kilogram of weight gain until after 8 weeks [106]. The dose
in your system today will be less correlated with your weight than the dose you were on 6 months
ago. The dose will be a lagging indicator, and this will also reduce any correlation.

This is further complicated by the fact that these compounds might have paradoxical reactions,
which is what we call it when a drug sometimes has the opposite of its normal effect. This would
cause some portion of people to actually lose weight, and would further reduce the apparent
correlation between the contaminant and obesity.

Finally, there are a priori reasons for us not to expect there to be strong correlations in the
existing literature. If there were a compound or contaminant that was correlated with BMI, even
a relatively small correlation like r — (.20, someone probably would have noticed. This means that
either 1) the contaminants are compounds that we don’t usually measure, so no dataset exists
where we can compare them to measures of obesity, or 2) the relevant contaminants are commonly
measured, but for statistical reasons like the ones above, there isn’t an obvious correlation with
obesity.

Evidence of a dose-dependent relationship would be a smoking gun in favor of a contaminant
being one of the causes of the obesity epidemic. But the lack of a dose-dependent relationship isn't

evidence against the contaminant being involved.

4.4 Environmental Interactions

In the following sections, we do our best to identify which of the contaminants we're putting into
the environment could be the cause of the obesity epidemic, and we believe that we have found
some likely candidates. Unfortunately, this search is complicated by the fact that chemistry and
biology allow for bewildering interactions, and sometimes seem to bhe working against us.

There are two general ways this can happen. The first is that when chemical contaminants end
up in the environment, they can be transformed into different compounds. This can occur as a
result of interactions with minerals in the groundwater, from exposure to sunlight, from exposure
to radioactivity, or from chemical interactions with other contaminants. Since contaminants can
sit in soil and groundwater for decades, there’s a lot of time for these transformations to happen.

In her book Silent Spring [139], Rachel Carson describes how contaminants “pass mysteriously
by underground streams until they emerge and, through the alchemy of air and sunlight, combine
into new forms that kill vegetation, sicken cattle, and work unknown harm on those who drink
from once pure wells.”

She provides a few illustrative examples. One case involved a manufacturing plant in Colorado.
In 1943, the Rocky Mountain Arsenal of the Army Chemical Corps began to use the plant, located
near Denver, to manufacture war materials. After eight years, the same manufacturing plant used
to make these war materials was leased to a private oil company for the production of insecticides.
Even before this point, however, there were already reports from miles away of mysterious sickness
in livestock, crops dying and turning yellow, and even human illness, possibly related. A thorough
investigation eventually revealed that the groundwater between the arsenal and the farms had be-
come contaminated, and had propagated so slowly that it took several years for the contamination
to reach the farmland.

Analysis of the farms’ shallow wells revealed contamination with arsenic, chlorides, and other
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dangerous substances. This was enough to explain the majority of the reports of illness and crop

damage. But most mysterious was the discovery of the weed killer 2,4-D in some of the wells:

Certainly its presence was enough to account for the damage to crops irrigated with
this water. But the mystery lay in the fact that no 2,4-D had been manufactured at
the arsenal at any stage of its operations. After long and careful study, the chemists
at the plant concluded that the 2,4-D had been formed spontaneously in the open
basins. It had been formed there from other substances discharged from the arsenal; in
the presence of air, water, and sunlight, and quite without the intervention of human
chemists, the holding ponds had become chemical laboratories for the production of a
new chemical—a chemical fatally damaging to much of the plant life it touched. And
so the story of the Colorado farms and their damaged crops assumes a significance
that transcends its local importance. What other parallels may there be, not only in
Colorado but wherever chemical pollution finds its way into public waters? In lakes
and streams everywhere, in the presence of catalyzing air and sunlight, what dangerous

substances may be born of parent chemicals labeled ‘harmless’?

While we can try to identify the contaminants that cause obesity, the disturbing fact is that the
contaminants responsible may be compounds which we are unfamiliar with, because they weren’t
created in a lab and have never been examined for safety. Again, Rachel Carson puts it better than

we could:

Indeed one of the most alarming aspects of the chemical pollution of water is the fact
that here—in river or lake or reservoir, or for that matter in the glass of water served at
vour dinner table—are mingled chemicals that no responsible chemist would think of
combining in his laboratory. The possible interactions between these freely mixed chem-
icals are deeply disturbing to officials of the United States Public Health Service, who
have expressed the fear that the production of harmful substances from comparatively
innocuous chemicals may be taking place on quite a wide scale. The reactions may be
between two or more chemicals, or between chemicals and the radioactive wastes that
are being discharged into our rivers in ever- increasing volume. Under the impact of
ionizing radiation some rearrangement of atoms could easily occur, changing the nature

of the chemicals in a way that is not only unpredictable but beyond control.

To make matters worse, something quite similar can happen inside our bodies as well. As
surprising and chaotic as the interactions between contaminants can be, their interactions with
human biochemistry can be ever more complicated.

“A human being,” writes Carson, “unlike a laboratory animal living under rigidly controlled
conditions, is never exposed to one chemical alone. Between the major groups of insecticides, and
between them and other chemicals, there are interactions that have serious potentials. Whether
released into soil or water or a man’s blood, these unrelated chemicals do not remain segregated;
there are mysterious and unseen changes by which one alters the power of another for harm.” She
goes on to describe several such interactions in gory detail.

The organic phosphates, “those poisoners of the nerve-protective enzyme cholinesterase,” be-
come much more dangerous if a person has previously been exposed to chlorinated hydrocarbons
that injure the liver. Pairs of different organic phosphates themselves can also interact with each
other, “in such a way as to increase their toxicity a hundredfold.” Organic phosphates also have
the potential to interact with all sorts of other things in the environment, including prescription

drugs, synthetic materials, and food additives.
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Similarly, a person exposed to DDT is much worse off if they have already been exposed to
another hydrocarbon that causes liver damage — “so widely used as solvents, paint removers, de-
greasing agents, dry-cleaning fluids, and anesthetics.” As a result, a dose of DDT that is survivable
for one person may be devastating to someone else. “The effect of a chemical of supposedly innocu-
ous nature can be drastically changed by the action of another,” Carson tells us. “One of the best

examples is a close relative of DDT called methoxychlor™:

Because it is not stored to any great extent when given alone, we are told that methoxy-
chlor is a safe chemical. But this is not necessarily true. If the liver has been damaged
by another agent, methoxychlor is stored in the body at 100 times its normal rate, and
will then imitate the effects of DDT with long-lasting effects on the nervous system.
Yet the liver damage that brings this about might be so slight as to pass unnoticed.
It might have been the result of any of a number of commonplace situations—using
another insecticide, using a cleaning fluid containing carbon tetrachloride, or taking
one of the so-called tranquilizing drugs, a number (but not all) of which are chlorinated

hydrocarbons and possess power to damage the liver.

Another good example is malathion, an insecticide that at the time was commonly used by
gardeners. The name of this product sounds so evil that we're surprised it passed the review of
the corporate public relations people, but apparently the name comes from the smell and means
“bad sulphur”, so there vou go. Malathion is extremely deadly to insects but is “safe” for mammals,
including humans. But malathion is only “safe” because the mammalian liver detoxifies it with
an enzyme, rendering it harmless. “If, however, something destroys this enzyme or interferes with
its action,” we are warned, “the person exposed to malathion receives the full force of the poison.
Unfortunately for all of us, opportunities for this sort of thing to happen are legion.”

In particular, Carson relates the story of how a team from the FDA found that when malathion
was administered at the same time as some of the other organic phosphates, “a massive poisoning
results—up to 50 times as severe as would be predicted on the basis of adding together the toxicities
of the two.” This led them to test the combination of many different organic phosphates, and found
that many pairs of these compounds are exceedingly dangerous in combination.

The reason for this appears to be “potentiation” of their combined action — when one of the
compounds destroys the liver enzyme responsible for detoxifying the other. “The two need not be
given simultaneously,” we are warned. “The hazard exists not only for the man who may spray
this week with one insecticide and next week with another; it exists also for the consumer of
sprayed products. The common salad bowl may easily present a combination of organic phosphate
insecticides. Residues well within the legally permissible limits may interact. The full scope of
the dangerous interaction of chemicals is as yet little known, but disturbing findings now come
regularly from scientific laboratories.”

Carson relates several more examples in a similar vein. Malathion also appears to become much
more dangerous when a person is exposed to certain plasticizing agents. Just like its combination
with other organic phosphates, “this is because it inhibits the liver enzyme that normally would
‘draw the teeth’ of the poisonous insecticide.” Similarly, exposure to malathion seems to increase
the effect of certain prescription drugs, including muscle relaxants and barbiturates.

In addition, we found that malathion can, under some conditions, transform into malaoxon,
which is 61x more deadly. One of these conditions is when malathion is exposed to chlorine [140],
as it might be in some drinking water.

Our concern in this paper isn't the toxicity of different insecticides, of course. The point is

that the contaminants that cause obesity may not have a straightforward profile. It's possible that
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two (or more) well-known and relatively safe contaminants combine in groundwater to form an
unknown new contaminant that causes weight gain, and a host of other problems. It's possible
that a single contaminant becomes something else entirely when it is exposed to sunlight in fields,
ponds, and rivers. It’s possible that there are two contaminants, neither of which cause obesity in

isolation, but which in combination overwhelm the body.

5 Three Possible Contaminants

In this section, we propose some contaminants that we think might be responsible for the obe-
sity epidemic. But we should make it clear upfront that the theory itself doesn’'t hinge on these
compounds. Even if it turns out that none of these compounds could possibly be responsible for
the modern rise in obesity, we still think that the evidence is very strong that environmental
contaminants are responsible.

We take a close look at three contaminants, and examine the evidence for each.

5.1 Antibiotics in Food

Obesity in the United States — Dysbiosis from Exposure to Low-Dose Antibiotics? [141] suggests
that the obesity epidemic is driven by population-wide exposure to residual antibiotics, and the
resulting impact on gut microbiota. This is one of the most similar proposals to the theory presented
in this paper, though they don’t go quite as far as we do, still attributing some of the influence to
diet and exercise: “Most reports attribute the obesity epidemic to factors such as excess food energy
intake, changes in diet and eating behavior, and increasing sedentary life style. Undoubtedly, these
factors contribute, but can they all account for the rapid increase in this problem that occurred
over the last two decades?”

They make a pretty compelling case. A large percentage of antibiotics are excreted in animal
waste [142] and end up in the water supply |143], where they affect natural microorganisms [144].
Relevant to our interests, antibiotics are more and more prevalent in rivers as they make their way
towards the ocean [145]: “The only site at which no antibiotics were detected,” they write, “was the
pristine site in the mountains before the river had encountered urban or agricultural landscapes. By
the time the river had exited the urban area, 6 of the 11 antibiotic compounds that were monitored
were found in the samples. At Site 5, which had both urban and agricultural influences all five of
the TCs monitored were detected.”

Exposure has increased in the US over time, closely matched with the increasing prevalence
of obesity — “practically overlapping with the counties with the highest obesity prevalence in
the US.” Similar trends can be observed in other countries [146]. For example, in Great Britain,
by 1958, around 50% of British pigs were fed antibiotics and nearly all piglets were given food
containing tetracyclines. In West Germany in the 1960s, an estimated 80% of feeds for pigs, calves,
and poultry contained antibioties [147]. The Effects on Human Health of Subtherapeutic Use of
Antimicrobials in Animal Feeds |148] opens by saying, “The food-producing animal and poultry
industries have undergone a dramatic change that began around 1950.” That’s a little earlier than
we would expect, but depending on how you measure things, it took until the 70’s or 80's hefore

things really got rolling.
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In meat animals, antibiotics often lead to weight gain, sometimes as high as 40% weight gain
compared to control [149], and there’s reason to suspect that this might be linked to the microbiome.
Gut microbiota influence energy intake [150] and body weight [151] in mammals. Finally, even short
courses of antibiotics can reduce gut microbiota [152] and increase BMI [153] (though the BMI
effect was only seen in some antibiotics). There’s even a study where they put fecal matter from
human twins into germfree mice [154].* They started by finding pairs of twins where one twin
was fat and the other twin was lean. This is pretty uncommon — normally, twins weigh the same
amount. They transplanted fecal matter from the twins into mice and found that mice that got
fecal matter from the obese twin gained weight — unless it was housed with one of the mice who
got fecal matter from the lean twin.

However, there is also evidence against this picture. For one thing, Germany, Spain, Italy [155],
and Japan [156] all use a lot of antibiotics in their meat, and none of these countries is particularly
obese. Australia and South Africa are both pretty obese, but both of these countries use less
antibiotics than usual [156]. This could maybe be reconciled if these countries use different kinds
of antibiotics, but we would need to see that case made to evaluate it.

There's also some evidence in favor of this theory that this paper didn’t review.

For one thing, people who eat fewer animal products have lower BMIs, and the effect seems to
be dose-dependent. In a sample from 2002-2006 [157], average BMI was lowest in vegans (23.6) and
incrementally higher in ovo-lacto vegetarians (25.7), pescitarians (26.3), semi-vegetarians (27.3),
and nonvegetarians (28.8). We can note that the BMI for vegans is about the same as that found
in hunter-gatherers and in Civil War veterans in the 1890s. That said, everyone in this sample was
a Seventh-Day Adventist, so they may not be all that representative.

India and Japan are the least obese of the developed countries. Both have obesity rates below
5%. India is the most vegetarian country on the planet and Japan, while not especially vegetarian,
mostly consumes seafood in place of meat products.

This would mean that vegan diets would work really well for weight loss, right? Well, maybe.
As we previously reviewed, all diets seem to work a little, and no diet seems to work all that well.
We see something similar in vegetarian and vegan diets [158]. A 2015 meta-analysis found that
people assigned to vegetarian diets lost more weight than those assigned to nonvegetarian diets
[159]. People on vegan diets lost a little more weight than people on vegetarian diets, about 5.5
pounds (2.5 kg) to 3.3 pounds (1.5 kg). The studies differed quite a bit in the size of the effect,
but all of them had similar conclusions. The other meta-analysis from 2015 found the same general
pattern [160], and individual studies comparing different types of vegetarian and vegan diets seem
to confirm this dose-dependent trend [161].

This looks a lot like other studies, where the differences hetween diets are technically reliable
but so small as to be basically meaningless, but the possible dose-dependent effect is interesting.

The most interesting study might be one that compared a vegan diet to a conventional low-fat
diet [162]. So far so standard, but unlike most diet studies, which end after 12 or 18 months, this
one followed up two years later. The vegan group not only lost more weight (4.9 kg versus 1.8 kg),
they kept it off better at the two-year followup (3.1 kg versus 0.8 kg). On most diets people lose
a little weight but then gain it right back, so the fact that people kept most of the weight off for
two years is pretty interesting. Even so, the amount of weight lost in an absolute sense is still quite
small. It could take more than two years on a vegan diet for you to see all the effects — but if this
were the case, you'd think people would have lost even more weight by year two, but that’s not
what we see.

None of these are smoking guns of course. At best, they are consistent with the idea that some

4This is one of the more creative study designs we've seen.
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of these contaminants are more prevalent in animal-based foods. And we know that this can't be
about the animal products themselves, because hunter-gatherers and our ancestors in 1890 ate lots
of meat and didn’t experience modern levels of obesity.

Of course, it could be something else in the meat. For one thing, environmental contaminants
tend to accumulate in animals through the plants they eat. Anything that’s prevalent in the
environment ends up in the animal’s food and water, and meat animals tend to eat and drink quite

a lot.

5.2 PFAS

Per- and polyfluoroalkyl substances (PFAS) are a group of synthetic chemicals that are used
to make a wide variety of everyday products, including food packaging, carpets, rugs, upholstered
furniture, nonstick cookware, water-repellant outdoor gear like tents and jackets, firefighting foams,
ski wax, clothing, and cleaning products. Many are also used in industrial, aerospace, construction,
automotive, and electronic applications.

The PFAS family is enormous, containing over 5,000 different compounds. But only a cou-
ple of these compounds are well-studied. The rest remain rather mysterions. Perfluorooctanoic
acid (PFOA) and perfluorooctane sulfonate (PFOS) are two of the original PFAS, are especially
widespread in the environment, and we tend to have the most information on them.

PFAS are practically indestructible. They repel oil and water and are heat-resistant, which
is part of why they have so many applications but these features also ensure that they degrade
very slowly in the environment, if they degrade at all [163]. Short-chain PFAS have half-lives of
1-2 years, but longer-chain equivalents like PFOS are stable enough that we haven't been able to
determine their half-life. As a result, they stick around in the environment for a very long time,
and soon make their way into soil and groundwater. The full picture is complicated, but there’s
evidence that they accumulate in rivers as they flow towards the ocean [164].

They not only stick around for a long time in the environment, they stick around for a long
time in your body. If you're reading this, there’s probably PFAS in yvour blood. A CDC report from
2015 found PFAS in the blood of 97% of Americans [165], and a 2019 NRDC report found that the
half-life of PFAS in the human body is on the order of years [166]. They estimate 2.3 - 3.8 years
for PFOA, 5.4 years for PFOS, 8.5 years for PFHxS, and 2.5 - 4.3 years for PFNA. “PFOS, PFNA,
PFHxS, and related PFAS,” they write, “are known to bioaccumulate in the bodies of people of all
ages, even before hirth.”

How do these chemicals get into our bodies? Every route imaginable. “People are concurrently
exposed to dozens of PFAS chemicals daily,” the NRDC report explains, “through their drinking
water, food, air, indoor dust, carpets, furniture, personal care products, and clothing. As a result,
PFAS are now present throughout our environment and in the bodies of virtually all Americans.”

This exposure isn't just limited to humans. There’s bioaccumulation in the remote lichen-
caribou-wolf food chain in northern Canada [167], and in part of the Arctic Ocean [168], with
animals higher in the food chain showing higher concentrations of PFAS in their bodies.

If we look at the history of PFAS, we see that the timeline for PFAS introduction lines up pretty
well with the timeline for the obesity epidemic. PFAS were invented in the 1930s, 40s, and 50s, and
were rolled out over the next couple decades. This gave them some time to build up in people’s
bodies and in the environment. By the 1980’s many types, including some new compounds, were
in circulation. In the 2000s, some of them began to be banned, but many of them are still widely
used. After all, there are more than 5,000 of them, so it’s hard to keep track.

A study from the Red Cross worked with blood donor data and measured serum levels in samples
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from 2000-2001 and plasma levels in samples from 2006, 2010, and 2015 [169]. In general, they
found serious declines in serum levels of the PFAS they examined. For example, the average PFOS
concentrations went from 35.1 ng/mL to 4.3 ng/mL, a decline of 88%, and PFNA concentrations
went from 0.6 ng/mL to 0.4 ng/mL, a decline of 33%. NHANES data (The National Health and
Nutrition Examination Survey) from the same period matches these trends pretty closely [170].

These studies show that levels of PFAS in American blood are declining. But they're only
looking at the PFAS that we already know are declining. Many of these PFAS are no longer
in production. PFOS and PFOA, among other compounds, were phased out in the US between
2006 and 2015. But new compounds with similar structures were brought in to replace them. The
companies that make these compounds say that the new PFAS are safer, but unsurprisingly this
is controversial.

Notably absent from both the Red Cross and the NHANES data is PTFE. This is somewhat
surprising given that it is the original PFAS, and it is still in production. Granted, many sources
claim that PTFE is extremely inert — including the paper Polytetrafluoroethylene Ingestion as a
Way to Increase Food Volume and Hence Satiety Without Increasing Calorie Content [171], which
goes on to argue that we should replace 25% of our food with Teflon (PTFE) powder so that we
feel more full while eating fewer calories, which they say will help us make “the leap into the realm
of zero calorie foods.”

Maybe PTFE really is that inert.® Either way, the safety research on these substances is pretty
ridiculous [172]. Usually the exposure period is very short and the dose is extremely high. This
may be relevant to exposure for industrial workers, but it doesn’t tell us much about the long-term
effects of relatively low doses on the rest of us.

In one study they gave monkeys various amounts of PFOS for 182 days, and found “signifi-
cant adverse effects” only in the 0.75 mg/keg/day dose group [173]. Effects in this group included
“mortality in 2 of 6 male monkeys, decreased body weights, increased liver weights, lowered serum
total cholesterol, lowered triiodothyronine concentrations (without evidence of hypothyroidism),
and lowered estradiol levels.”

This is interesting, but there are some problems. First of all, 0.75 mg,/kg/day is an insanely high
dose. Serum concentrations in the 0.15 mg/kg/day dosage group were 82,600 ng/mL for males and
66,800 ng/mL for females. The comparable rate in human blood samples is about 20-30 ng/mL.
Second, 182 days is not a very long or realistic exposure period for most humans.

At these extremely high, short-term doses, weight loss is actually a relatively common side
effect. This is the opposite of obesity, of course, but it does suggest that PFAS can affect body
weight.

The type of exposure might make the difference. Mice have very different developmental tra-
jectories than we do, but mice exposed to low doses of PFOA in-utero had higher body weights
at low exposures, while mice exposed to high doses as adults lost weight [174]. "Exposure during
adulthood was not associated with later-life body weight effects,” they write, “whereas low-dose
developmental exposure led to greater weight in adulthood and increased serum leptin and insulin
levels. Animals exposed to higher doses of PFOA, on the other hand, had decreased weight.” Note
also that while half-life of PFOA in humans is about 3.8 years, in mice it is around 18 days [175].

A study of 665 pregnant Danish women, recruited in 1988-1989 with the researchers following
up with the children 20 years later, found that in-utero PFOA exposure was related to greater
BMI and waist circumference in female but not in male children [176]. There are some issues with

multiple comparisons — they measured more than one PFAS and they subdivided by gender,

5We find it a little hard to believe. “Word was that the compounds were inert,” said one scientist of his choice
not to study PFOA and PFOS in 2000.
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both of which are degrees of freedom — but the effects are strong enough to survive reasonable
corrections for multiple comparisons, and are consistent with the results from mice, so let’s mark
this one down as “suggestive”.

Other studies have found small but reliable effects where male babies, but not female babies,
were a few grams lighter at birth when their mothers had higher serum PFOS levels [177]. Again
this study suffers from multiple comparison issues, but again it is relatively consistent with animal
research [172].

It doesn’t seem likely that the effect in humans can be exclusively prenatal, however, because
we know that people often gain weight when they move to a more obese country. There’s pretty
good evidence that different environments are exposing you to different levels of contamination,
and that it makes a difference.

Your drinking water is not the only way to be exposed. Many foods are contaminated with
PFAS [178]. PFAS are also found in clothes, carpets, and upholstered furniture, so you could be
exposed even if there’s no PFAS in vour diet. If your favorite beer or pasta sauce is bottled at a
factory where the water source is high in PFAS, you'll be exposed even if your own drinking water
is uncontaminated. And since most major brands are bottled in more than one location, there
wouldn’t even be a reliable by-brand effect—you’d need to track it by factory.

A better way to do this comparison might be between countries. In fact, we see what appears
to be a pattern: There’s more PFAS in tapwater in the United States than there is in tapwater in
China, and there’s more PFAS in tapwater in China than there is in tapwater in Japan [164]. The
pattern isn’t perfect, however: There’s even more PFAS in tapwater in France than in the United
States, and more in Japan than in Thailand.

One place you might get a lot of reliable exposure, though, is at vour job. Looking at the uses

of PFAS, we see that they're common in:

e Firefighting foams

e Cookware and food packaging

e Paints and varnishes

e Cleaning products

e Automotive applications, including components in the engine, fuel systems, and brake sys-
tems, as well as automotive interiors like stain-resistant carpets and seats

e Healthcare applications, both in medical devices like pacemakers and in medical garments,

drapes, and curtains

This suggests that if PFAS are linked to obesity, we should expect to see disproportionate levels

of obesity in:

e Firefighters

e Food workers (especially cooks)

e Construction workers

e Professional cleaners

e Auto mechanics and others who work closely with vehicles

e Medical professionals who work closely with medical devices and garments / drapes / curtains,

though probably not medical desk jobs.

In the 2000’s, the Washington State Department of Labor and Industries surveyed more than
37,000 workers [179]. They found that on average 24.6% of their sample was obese, which we can

use as our baseline. The rate of obesity in “protective services”, which includes police, firefighters
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and emergency responders, was 33.3%. Among cleaning and building services workers, 29.5% were
obese. Truck drivers were the most obese group of all, at 38.6%, and mechanics were 5 at 28.9%
obese. Health service workers (excluding doctors and nurses) were 28.8% obese. On the other hand,
only 20.1% of food preparation workers were obese, and only 19.9% of construction workers (Table
2).

Group Percent
Obese

All Professions 24.6%
Truck Drivers 38.6%
Protective Services 33.3%
Cleaning and Building Services Workers 29.5%
Mechanics 28.9%
Health Service Workers 28.8%
Food Preparation Workers 20.1%
Construction Workers 19.9%

Table 2: Washington State Department of Labor and Industries Data, 2003-2009 [179]

We can also look at national data from US workers in general [135]. Looking at data between
2004 and 2011, we see that the average rate of obesity went from 23.5% in 2004 to 27.6% in
2011, and was 26.2% on average in that range. Unfortunately they break these numbers down
by race, so we have to look at each race separately. When we look at the occupations of interest
for non-hispanic white adults, we see than 30.4% of firefighters, 32.0% of cooks, 35.1% of food
processing workers, 29.7% of building cleaning workers (and for some reason a whopping 37.3%
of cleaning supervisors), 39.2% of motor vehicle operators, 27.7% of vehicle mechanics, 36.3% of
people working in healthcare support, and 29.8 of health technicians were obese (Table 3). Some
construction occupations were slightly less obese than average (“Construction trades workers” at
25.0%), and some were much more obese than average (“Helpers, construction trades” and “Other

construction and related workers” at 31.2% and 38.6%, respectively).

Group Percent
Obese

All Professions 26.2%
Motor Vehicle Operators 39.2%
Other Construction and Related Workers 38.6%
Healthcare Support 36.3%
Food Processing Workers 35.1%
Cooks 32.0%
Helpers, Construction Trades 31.2%
Firefighters 30.4%
Health Technicians 29.8%
Building Cleaning Workers 29.7%
Vehicle Mechanics 27.7%
Construction Trades Workers 25.0%

Table 3: National Health Interview Survey Data, 2004-2011 [135]

For non-hispanic white adults, individuals with the highest age-adjusted prevalence of obesity

were motor vehicle operators, “other construction and related workers”, law enforcement workers,
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and nursing, psychiatric, and home health aides. It’s not clear why law enforcement workers are in
there, but it’s pretty impressive that the PFAS explanation can predict the other three.

Patterns are largely similar for the other racial groups. Among black female workers, the oc-
cupations with the highest age-adjusted prevalence of obesity were health care support (49.2%),
transportation and material moving (46.6%), protective service (45.8%), personal care and service
(45.9%), community and social services (44.7%), food preparation and serving (44.1%), and health
care practitioners and technicians (40.2%). Some of these seem strange — why is “transportation
and material moving” in there? — until you realize that “transportation and material moving”
includes air traffic controllers, pilots, and other transportation workers, and you remember that
PFAS-based firefighting foams are still widely used at airports.

Overall when we look at professions we would expect to have high exposure to PFAS, we see that
workers in those professions are more obese than average. When you look at the professions with
the highest rates of obesity, we see that most of them are related to mechanical work, healthcare,
cleaning, or firefighting, all professions that have disproportionate exposure to PFAS on the job.

If on-the-job PFAS exposure really does lead to obesity, we should also see higher levels of
obesity in people who work with PFAS directly. This is exactly what we find.

In 1993 and 1995, 3M conducted an internal study of PFOA exposure in a group of production
workers [180]. In the mid 90’s, about 20-25% of the population was obese. About 40% of these
workers were obese in 1993, and about 48% were obese in 1995.

Looking closer, they found that the group with the highest amount of PFOA contamination also
had the highest BMI. The authors even take a moment to draw attention to this point. “It should
be noted,” they say, “that all five employees in 1995 with serum PFOA levels >[30,000 ng/mL] had
BMIs >28." BMI was slightly correlated with PFOA contamination (r = .11), though with only
111 people, the correlation was not significant. The authors seem unaware of the implications of
this, however, and treat BMI as a confounder for other analyses.

Of course, this was not a normal group. They had insanely high serum PFOA levels, up to
115,000 ng/mL, though a few people had no PFAS in their blood.

A later 3M paper published in 2003 looked at serum levels of hoth PFOA and PFOS. In these
data, there is a very clear relationship between PFOS levels and BMI [181]. Men in the lowest
quartile of PFOS exposure (mean 270 ng/mL) have an average BMI of 25.8, while men in the
highest quartile of PFOS exposure (mean 2,690 ng/mL) have an average BMI of 27.2. The effect
is even more pronounced for female employees. Women in the lowest quartile of PFOS exposure
(mean 70 ng/mL) have an average BMI of 22.8, while women in the highest quartile of PFOS
exposure (mean 1,510 ng/mL) have an average BMI of 28.7. They don’t report a correlation, but
they do say, “the fourth quartile had significantly higher mean values than the first quartile for ...
BMIL."

This is somewhat confusing, however, because PFAS serum levels aren’t all that correlated with
BMI in the general population. A paper on the 2003-2004 NHANES data (a large sample intended
to be nationally representative) looked at PFAS concentrations in a final sample of 640 (down from
2,368) people and found only weak evidence of PFAS having an influence on body weight [175].
The strongest relationship they report is for PFOS levels among male participants over 6(. Some
analyses even report significant negative relationships between PFAS levels and BMI [182].

Both of these approaches, however, are looking at coefficients in regression equations where
they have included many covariates. While in principle this technique can be used to adjust for
confounders, in practice the resulting estimates are difficult to interpret. Without a strong model
of the causal structure involved, it’s hard to know what the relationship between two wariables

means when it is adjusted by 20 other variables. Including covariates in an unprincipled way can
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even cause estimates of an effect to reverse direction [183]. It’s not a panacea, and in fact it can
be misleading.

The NHANES data is publicly available [170], so we decided to check for ourselves. Sure enough,
PFOS levels aren’t correlated with BMI — though they are correlated with both weight and height
individually.

There's an issue with looking at simple correlations of PFAS levels, of course, because they are
highly correlated with one another. If you have high serum levels of one PFAS, you probably also
have high serum levels of another. This means that they may interact or mask one another’s effects
in potentially complicated ways.

For example, let’s look at PFHS. A quick correlation shows that serum PFHS levels are nega-
tively correlated with BMI. As far as we can tell, no one has ever reported this, but it’s right there
in the NHANES data. In the 2003-2004 data, the correlation is r — -0.090, p < .000045. This effect
is small but extremely robust — people exposed to more PFHS are slightly skinnier.

PFHS levels are also correlated with PFOS (r = .29). When we look at the relationship between
PFOS and BMI controlling for PFHS, the relationship between PFOS and BMI becomes significant,
p = .035, showing that people with higher PFOS exposure are more obese.

“Just wait a minute,” you say, “that’s barely significant at alll How many relationships did you
look at before you found that, anyways? This sounds a lot like p-hacking.” You're right, which is
why it's great that we have NHANES data from many different years that we can use to validate
this result.

We can go backwards to the 1999-2000 data (we can’t use the 2001-2002 data because the PFAS
data for that year are missing ID numbers) where we find a significant relationship between PFOS
and BMI controlling for PFHS, p — .008. We can also go forwards to the 2005-2006 data, where
we also find a significant relationship between PFOS and BMI controlling for PFHS, p — .007. It
seems to be pretty reliable. Now, it’s not a huge effect — the influence of PFOS is only about a
half a point of BMI for the average person. But that’s a lot more than nothing.

This isn't the paper for doing a full analysis of the relationships between the different PFAS
and how they interact. The NHANES doesn’t even measure every kind of PFAS, so we wouldn't
be able to find every relationship. The point is simply that the influence on BMI may be more
complicated than a simple association, and this is proof that at least one of these surprises is hiding
in publicly available data.

Why is the association so apparent in the 3M workers but harder to detect in the general
population? It has to do with the issues with dose-dependence that we identified earlier. The 3M
studies are the sort of samples where we should be able to detect a dose-dependent effect, if one
exists. The NHANES data, however, is the sort of sample where it should be hard to detect a
dose-dependent effect, even if a strong one exists.

The NHANES data is intended to be nationally representative, while the 3M data is looking
at a few hundred people at a couple factories. As a result, the 3M sample is much less diverse
than the NHANES sample, which means that it will also be less genetically diverse. Since there’s
less genetic diversity, genetics will have less influence on people’'s hody weight. With less variation
coming from people’s genetics, there’s less noise for the dose-dependent signal to be lost in, and
it will be easier to detect. Looking at other populations that are not so diverse — like pregnant
Danish women between 1996 and 2002 [184] or newborn deliveries at the Johns Hopkins Hospital
in Baltimore, MD [185] — we also find that PFAS levels are related to BMI. Similarly, a study
from 2021 found a dose-dependent relationship between PFOA — but not PFOS — and obesity
in children living in the United States [186].

The 3M studies are also looking at a much wider range of dosages than are observed in the
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general population. In the 2003-2004 NHANES data, the range of serum PFOA levels was 0.1 to
77 ng/mL, and the range of serum PFOS levels was 0.3 to 435 ng/mL. In comparison, the range of
serum PFOA levels in the 1993 and 1995 3M study was 0 to 115,000 ng/mL. In the 2003 3M study,
the range of serum PFOA levels was 10 to 12,700 ng/mL and the range of serum PFOS levels was
40 to 10,060 ng/mL. Analyzing a less restricted range makes the correlation more accurate, which
is what we see in the 3M data.

In the 3M sample, some employees participated in both 1993 and in 1995, and PFOA serum
levels were highly correlated among the 68 employees who appeared in both samples (r — .91, p
0.0001). This means that levels of exposure were extremely consistent across the two years between
the measurements, possibly because people’s level of exposure was related to the role they had in
the production process. Normally, it takes a while for someone’s weight to catch up to the dose of a
compound that influences their weight — this is clear from studies of weight gain in people taking
antipsychotics. But the 3M employees had serum levels that had been stable for many years. We
should expect this to reduce noise and make the correlation between serum levels and BMI more
accurate, and it appears to have done just that.

Dose-dependence is strong evidence that PFAS are a contributor to the obesity epidemic. Is
there any other lingering evidence?

One paper looking at a dieting study from 2003 found that PFAS concentration wasn't related
to body weight or weight lost during dieting. However, it was associated with greater weight
regain over the months following the diet [187]. People with the highest plasma concentrations of
PFAS gained back about 8.8 lbs (4 kg), while people with the lowest plasma concentrations of
PFAS gained back only about 4.4 lbs (2 kg). This is a relatively minor but statistically significant
difference, and it is consistent with an account where these compounds don’t simply cause weight
gain, but damage the lipostat and lead people to defend a higher body weight.

West Virginia is usually an obesity outlier. It’s the #1 or #2 most obese state (depending on
your source), and it’s been one of the most obese states for as long as we’ve been keeping statewide
records for this sort of thing [188]. But it’s also high in elevation (19th highest after Washington
state and Texas) and pretty far upriver. Most of the neighboring states — Ohio (#11), Pennsylvania
(#24), Maryland (#/26) and Virginia (#28) — are not nearly so obese.

DuPont built the very first Teflon (PTFE) plant in Parkersburg, West Virginia. By 1948, the
plant was manufacturing 2 million pounds of PTFE per year. Some sources (for example, here)
claim that they were using PFOA as part of the manufacturing process by 1951. Unfortunately
we don’t have obesity data for West Virginia in 1948 or 1951, or the years immediately following.
But we can note that many years later, West Virginia was at the center of the first legal action

surrounding PFAS.

5.3 Lithium

Lithium is the third element on the periodic table, the lightest metal, a hit Nirvana single, and a
mood-stabilizing drug often used to treat bipolar disorder.

Lithium isn’t synthetic, of course, but it can still be an environmental contaminant. While it
occurs naturally in small concentrations in groundwater, human activity might have led to serious
increases over the past few decades.

Unlike the other contaminants we've reviewed, we don’t need to spend any time convincing you
that lithium makes people gain weight: it does. Almost everyone who takes lithium at therapeutic
levels gains some weight [112]. About half of them report serious weight gain, on average 22 lbs

10kg), and about o of patients gain more than that |113|. Weilght gained 1s correlated (r — .44,
10k d about 20% of pati i han that [113]. Weight gained i lated 44
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p < .001) with dosage. Unsurprisingly, weight gain on lithium is related to an increase in leptin
levels [189].

We'd love to tell you whether lithium concentrations in groundwater have increased over time.
But while lithium is easy to detect, assessing lithium levels is not a part of the standard analysis
of drinking water, so we don’t have reliable historical data to work with. There aren’t even EPA
standards for lithium levels in drinking water [190].

We'd also like to tell you about how much lithium people are exposed to, and whether that
has increased over the past several decades. Measuring serum lithium is relatively easy, and people
who are starting lithium treatment get checked frequently to make sure that their blood levels
aren’t too high [191]. Despite this, there doesn’t seem to be any data on serum lithium levels in
the general population. The NHANES data has records of how much uranium there was in your

urine every year from 2000-2016, but not a single measure related to lithium [170].
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Figure 6: Graph showing world lithium production from 1900 to 2007, by deposit type and year.
The layers of the graph are placed one above the other, forming a cumulative total. Reproduced
from [192].

We can’t talk about trends in the groundwater or in people’s bodies directly. But what we can
do is look at other trends that we would expect to be related. For example, Figure 6 shows a graph
of USGS-reported [192] records for global lithium production since 1900.

This graph is pretty telling. Almost no lithium was produced before 1950, so human activity
couldn’t have been adding a meaningful amount to the groundwater back then. Serious lithium
production started around 1950, which could help explain why obesity went from about 3% in
1890 to about 10% in 1980, but we see that lithium production truly spikes around 1980. While
there have been a few ups and downs, production has as a rule continued to rise ever since. This
graph only goes up to 2007, but USGS [193] and other sources [194] confirm that production has
continued to increase, at about 11% per year from 2007 to 2017.

Lithium definitely ends up in the groundwater [195]. It’s there in small concentrations naturally,
but human activity adds more. In Seoul, South Korea, lithium concentrations sextuple as the Han

river passes through the city’s densest districts [196]. This is reflected not only in the river, but also

in the tap water in the city — tap water from sites further along the river’'s course have similarly

elevated lithium levels.
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This suggests that rivers pick up lithium along their course and generally have higher lithium
levels as they flow downhill. This is supported by data from Austria, which shows that lithium
levels in drinking water vary systematically with altitude, with higher concentrations of lithium
found in districts at lower altitudes [197].

We should note that a paper looking at groundwater in the United States from 1992-2003 found
the opposite effect: higher levels of lithium at higher altitudes [198]. “However,” they say, “these
findings should be interpreted with caution.” We agree. There are 3,141 counties in the United
States, and they only looked at data from 518. They only examined data from 15 states, most of
them states at relatively low elevation. These weren't randomly selected, either; they were the sites
with the highest number of lithium samples in the years 1992-2003.

We've already discussed the issues that come up when you conduct analysis on a restricted range
of data. Further, the Seoul data shows that lithium levels spike around urban areas. If some of the
high-altitude measurements were near or immediately downstream from cities or manufacturing
areas, that might make it look like higher-altitude locations have higher levels of lithium on average.

The therapeutic dose of lithium in blood serum is usually considered to be in the range of 0.8 -
1.2 mmol/L [199], though some sources suggest that lower doses are more effective [200], with the
“minimum efficacious serum lithium level” being possibly as low as 0.4 mmol/L. To translate these
to more familiar terms, (.8 mmol /L is about 5600 ng/mL, and 0.4 mmol/L is about 2800 ng/mL.

That's quite a lot. In comparison, lithium levels in groundwater rarely exceed 200 ng/mL.
But perhaps surprisingly, even very low levels can have an influence on our health and mental
states. One study examining data from 27 Texas counties between 1978-1987 found that rates of
suicide and homicide (as well as other forms of violent and impulsive behavior) were negatively
correlated with lithium in drinking water, over water lithium levels ranging from 70 to 170 ng/mL
[201]. Another study looking at various cities in Lithinania found a negative relationship between
lithium exposure and suicide [202]. The lithium levels in the public drinking water systems they
examined ranged from 0.5 to 35.5 ng/mL, with a median level of 3.6 ng/mL . In general, reviews
of this literature find that trace levels of lithium have a meaningful impact on behavior [203].

There's only one randomized controlled trial examining the effects of trace amounts of lithium,
but it finds the same thing [204]. A group of former drug users (heroin, crystal meth, PCP, and
cocaine), most of them with a history of violent erime or domestic violence, were given either 400
png per day of lithium orally, or a placebo. For comparison, a normal clinical dose is 300,000 -
600,000 pg, taken two to three times per day. Even on this comparatively tiny dose, everyone in
the lithium group reported feeling happier, more friendly, more kind, less grouchy, etc. over a four
week period, “without exception”.® In the placebo group, people were just about as grouchy as
before. When they switched the placebo group over to lithium, these people responded in exactly
the same way.

This is pretty strong evidence that even very small doses of lithium can have meaningful effects.
So should we be surprised that they don’t mention any weight gain? There isn't much data on the
time course of weight gain in lithium treatment, but it seems to come on pretty fast. In one study
with normal therapeutic doses, 15 bipolar inpatients gained an average of 13 lbs (5.9 kg) over six
weeks [189]. While the sample size is quite small, this tells us that sometimes a lot of weight gain
can happen fast.

We don’t think this is a huge problem. The randomized controlled trial on trace exposure only

lasted a couple of weeks. Even if patients were gaining weight at the same rate as patients on a

6These former drug users didn’t have normal moods to begin with — one said “I am always extremely moody
and fight with my girlfriend frequently” before he was treated — so it’s not clear if trace amounts of lithium would
improve mood in everyone else. Similarly, therapeutic doses are only given to patients with bipolar disorder, and
it’s not clear what the effects would be on someone without this diagnosis.
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therapeutic dose, they might not have noticed. The researchers didn't intend to examine weight
gain, and probably didn’t measure it. They don’t report any other side effects. Heroin, crystal
meth, PCP, and cocaine all make people lose weight, so it’s possible that weight gain in the former
drug users would be seen as a sign of health. It’s also worth noting that, while these trace amounts
do appear to have real, consequential effects, the dosage was about 1,000 times smaller than a
therapeutic dose. In this situation, it's not crazy to think that weight gain might take a few weeks
or even months to manifest. We see a version of the main effect — improved mood — in this tiny
dose. It seems reasonable that we might see a version of this side effect as well.

This study can give us a lower limit not only of the dosage, but by extension, of the minimum
effective serum level. As a ballpark estimate, therapeutic dosages are in the range of 1,000,000
pg per day and they lead to serum levels of around 5000 ng/mL. This means the 400 pg per day
dose from the randomized controlled trial would lead to a serum level of around 2 ng/mL. Other
sources suggest that blood levels may end up slightly higher on low doses. For example, doses in
the range of 385 to 1540 pg per day lead to serum levels around 7 to 28 ng/mL [205]. One study
testing serum lithium as a compliance marker for food and supplement intake found that giving
people lithinm-tagged yogurt with a dose of about 1000 pg per day over a period of six weeks led

to an increase in serum levels from 6 ng/mL to 46 ng/mL [206].

Source Oral Dose Serum Levels
(1g per day) (ng/mL)
High Therapeutic Dose * 1,800,000 8,400
“Minimum Efficacious” Therapeutic Dose * 600,000 2,800
Schrauzer, 2010 384 - 1540 7- 28
de Roos, de Vries, & Katan, 2001 1000 46
Schrauzer & de Vroey, 1994 (RCT) 400 *2-18

* Indicates estimated value
Values for therapeutic dosages are estimated because they vary by patient weight
and related factors

Table 4: Comparison of Oral Doses and Serum Levels of Lithium

These papers disagree on the specifics but they agree on the general picture. A serum level in
the range of 10 ng/mL is enough to influence mood, and a dose of about about 400 pg per day is
enough to get you there. Whether lower doses have an effect is unclear, but we should certainly he
interested in numbers in these ranges and up.

There aren’t any other randomized controlled trials, but if trace amounts are enough to cause
obesity, then we should see relationships between trace lithium levels and obesity rates.

In Texas, a survey of mean lithium levels in public wells across 226 counties (Texas has 254
in total) found lithium levels ranging from 2.8 to 219.0 ng/mL [207]. Now Texas is not one of the
most obese states — but it tends to be more obese along its border with Lousiana, which is also
where the highest levels of lithium were reported.

In Greece, lithium levels in drinking water range from 0.1 ng/mL in Chios island to 121 ng/mL
on the island of Samos, with an average of 11.1 ng/mL [208]. Unfortunately there’s not much
data on the prevalence of obesity in Greece, but we can conduct some due diligence by checking
a few of these endpoints. Samos, with the highest levels, is the obvious place to start. On Samos,
10.7% of children aged 3-12 are overweight, compared to 6.5% on the island of Corfu [209]. A full
27% of high schoolers on Samos island were overweight in 2010, and 12.4% were obese [210]. In

comparison, about 12.5% of American high schoolers were obese in the same period [211].
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In the Caspian Sea, lithium concentrations are 280 ng/mL [212]. As we've already reviewed,
some of the most obese provinces in Iran border the Caspian [124]. The Dead Sea has concentrations
even higher, at 14,000 ng/mL, but for the obvious reasons, we don’t think people are getting a lot
of their drinking water from the Dead Sea. On the other hand, obesity in the West Bank is pretty
high [213] — as high as 50% in men in 2003!

Very high concentrations of lithium have also been reported in Austria [214]. For the most part,
Austria has normal amounts of lithium in its drinking water, around 13 ng/mL. But in the east,
the concentrations are much higher. In the Mistelbach district, the average level of lithium in the
drinking water was 82 ng/mL, and the highest single measurement was near Graz, at 1300 ng/mL.
Both of these are in eastern Austria, where obesity levels are highest [215]. Mistelbach in particular
is one of the most obese districts in the country.

Chile and Argentina are the most obese countries in South America (28% each) and are two
of the biggest exporters of lithium in the world [216]. Unsurprisingly, this is reflected in their
groundwater.

In northern Chile, lithium levels in the groundwater can reach levels 10,000 times higher than
normal [217]. The rivers running through many small valleys see lithium concentrations of 600 -
1600 ng/mL. The drinking water in many towns has levels up to 700 ng,/mL. And in the headwaters
of the Rio Camerones, lithium hits concentrations of 24,880 ng/mL. In 1980, Zaldivar [218] reported
similar levels of lithium in the groundwater, stating that they were “the highest reported in the
world”. He also measured serum levels in people at these different sites, and found values ranging
from 22.3 ng/mL to 85.8 ng/mL.”

In Argentina, lithium can reach up to 1000 ng/mL in drinking water [219], and the locals end
up with a lot of exposure. At the site with the highest levels, lithium concentrations reached an
average of 4,550 ng/mL in people’s urine. The highest level in someone’s urine was actually a
whopping 14,300 ng/mL. The locals seem to be getting much of their lithium exposure from their
tap water, as the amount of lithium in urine was correlated with the number of glasses of water
consumed per day (r = 0.173, p — 0.029).

These are all freshwater levels. In seawater, lithium concentrations are reliably quite high,
ranging from 100 ng/mL to over 1000 ng/mL [220]. Now, most people are not actually drinking
meaningful amounts of seawater, but if you live near to the ocean, you might still be exposed
indirectly.

One mystery we haven’t mentioned yet is that the Middle East is extremely obese (Figure 7),
one of the most obese regions on earth [221]. Jordan, Qatar, Libya, Egypt, Lebanon, and Saudi
Arabia all barely trail the United States in terms of obesity, and Kuwait is actually slighty more
obese than the United States, about 38% obese compared to 36% in America. These countries are
very dry, and so all of them get a lot of drinking water from desalinated seawater. Saudi Arabia
gets about half of its drinking water from desalination [222] and is one of the most obese nations
on earth. Kuwait built its first desalination plant in 1951, and has actually been one of the most
obese contries in the world for a long time. Back in 1975, when the rate of obesity in the United
States was around 10%, the rate of obesity in Kuwait was about 18% [221].

Desalination removes all trace elements from seawater, but because distilled water corrodes
metal pipes and trace elements are important to health, the desalinated water is remineralized by
blending it with 5-10% brackish water [223]. This means that desalinated water could easily have
lithium concentrations of up to 100 ng/mL. Unlike contamination in some forms of drinking water,

which might vary with factors like rainfall and industrial activity, we would expect lithium levels

7“We tried to find Zaldivar to learn more about his work,” says a later paper [217], “but to no avail. He left Chile
when Pinochet came to power and effectively disappeared.”

|



41

|



5 Three Possible Contaminants version 4.0

Share of adults that are obese, 2016

Obesity is defined as having a body-mass index (BMI) equal to or greater than 30. BMI is a person's weight in
kilograms divided by his or her height in metres squared.

No data 0% 5% 10% 15% 20% 25% 30% 35% >40%

Source: WHO, Global Health Observatory CQurWorldinData.org/obesity - CC BY

Figure 7: Share of Adults that are Obese, 2016. Reproduced from ourworldindata.org under the
CC BY 4.0 license.

to be reliably high in desalinated water, because they are inherent to the source.

We even have some data about lithium levels in the waters of the Persian Gulf. Near Qeshm
island, at least, seawater concentrations vary somewhat by season but are usually around 300
ng/mL [224]. This is reasonably high for seawater and much higher than the levels usually observed
in groundwater. Not all of that makes it back into the water after desalination, of course, but even
if only 10% got back in, 30 ng/mL is still a pretty high dose to be receiving regularly.

In any case, if lithium from desalinated seawater doesn't explain why the Middle East has
such incredibly high rates of obesity, then some other explanation will have to be found for this
extremely striking observation.

On average, people drink about 3 liters of water per day. If they're drinking from a normal
freshwater source with 1-10 ng/mL, they’ll get a dose of about 3-30 pg / day. If they're drinking
from desalinated seawater, with concentrations of about 30-100 ng/mL, they'll get a dose of about
90-300 pg / day. If they're drinking from sources like those found in Texas, Greece, and Mistelbach,
with concentrations of about 100-200 ng/mL, they’ll get a dose of about 300-600 pg / day. If they're
drinking from sources like those found in Graz, Chile, and Argentina, with 1000 ng/mL, they’ll
easily get a dose of 3000 pg / day or more (Figure 5).

In comparison, therapeutic doses are in the range of 1,000,000 pg per day, but remember the
randomized controlled trial showed effects at only 400 pg per day. Many people are getting doses
of similar amounts from their drinking water alone. And this is assuming that they're not also
exposed to lithium in other ways.

Which they probably are, because lithium has a wide variety of applications [225]. In 2017,
the USGS estimated that 48% of the global market for lithium was batteries, 26% was ceramics

and glass, 7% was lubricating greases, the remainder being industrial uses like polymer production
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Source Appro:‘{. Daily Oral Dose (ug),
assuming 3 L of water per day
Extremely High Concentration Water (Chile, Graz, etc.) 3,000
High-Lithium Drinking Water (Texas, Mistelbach, etc.) 300 - 600
Desalinated Seawater 90 - 300
Most Drinking Water 3-30

Table 5: Lithium Contamination and Approximate Oral Dose in Different Drinking Water Sources.

and air treatment [193]. They also mention a couple uses like “agrochemicals”, airbag ignition,
aluminum alloys, cement and conerete additives, and dyes and pigments.

You'll remember from our review in the PFAS section that some of the most obese profes-
sions include firefighters, cooks, food workers, cleaning workers, motor vehicle operators, vehicle
mechanics, transportation and material moving, healthcare support, health technicians, and some
construction occupations (“Helpers, construction trades” and “Other construction and related work-
ers’).

If you go and see your local auto mechanic, the black smears covering his hands and forearms
might be engine oil. But they might also be lithium grease. This grease is ubiquitous in auto
engineering, routinely applied to hinges, joints, and pivot points. It’s used in aviation and on many
kinds of heavy machinery, including logging and construction equipment, trains, and tractors. It
also has a number of household applications. You might put it on your garage door, or the hinges
on the gate of your fence. About 7% of the global supply of lithium goes into lubricating greases
of one kind or another. That’s a lot of grease.

In addition to any lithium they're exposed to in their food and water, vehicle mechanics, truck
drivers, and transportation workers are also constantly exposed to lithinm grease at work. They
may literally be rubbing the grease all over their hands. Like any grease, this is hard to get off your
skin, in most cases requiring a special soap. Hopefully they keep it out of their eyes and mouth,
but even so, it doesn’t seem like it would be great for you.

Construction workers also use lithium grease to lubricate their tools and equipment. They may
be exposed through lithium added to conerete and cement [226]. Lithium is used in agrochemicals
like pesticides, though information on exactly what agrochemicals this includes is spotty. It's
possible that this explains the higher levels of obesity in cooks and food workers.

Lithium grease isn't considered food-safe [227], and in theory it shouldn’t be used on food-
handling equipment. In practice, however, manufacturers and restaurants don’t always follow
regulations. A quick Google search reveals incidents like lithium grease being stored with food
equipment, lithium grease being stored next to garlic bulbs, and lithinm grease being stored above
mustard.

It's not clear if there’s a connection with healtheare professionals, firefighters, or cleaning work-
ers. Maybe there’s a hidden lithium connection out there. But there doesn’t have to be. Lithium
may just be part of the story — the rest could be explained by other contaminants, like PFAS.

And speaking of PFAS, there’s actually a connection. Lithium greases often include other
substances to improve their performance, including Teflon, aka PTFE.

One strike against lithium as an explanation for the obesity epidemic is that it only stays in
the body for a few days, with a half-life of 18-36 hours [228]. The medical consensus seems to be
that it probably doesn’t bicaccumulate [229].

But this may not be a problem, for a few reasons. First, lithium may be able to affect weight

without accumulating in the body. One possible mechanism by which environmental contaminants
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could cause obesity is by interfering with the microbiome. If exposure to lithium changes the
composition of your gut microbiota, then exposure to lithium could have serious impacts on your
weight without any bioaccumulation. Even brief exposure to lithium could have long-lasting effects.
And in fact there is evidence that dietary lithium affects the microbiome, at least in rats [230].

Second, the medical consensus might simply be wrong. While lithium is traditionally measured
in the serum, this may not be the best way to evaluate bioaccumulation. “In contrast to other
psychotherapeutic drugs,” says one paper on the pharmacokineties of lithium [231], “Li+ is fairly
evenly distributed in the body, but in tissues such as the white matter of the brain, the bones, and
in the thyroid gland the concentrations per kg wet weight are about twice those in the serum.” A
particularly interesting example is a case study of a patient who died after lithium poisoning [232].
Researchers found that most tissue samples (“liver, spleen, kidney, lung, muscle, cardiac muscle,
pancreas”) contained about the same concentration of lithium as found in the serum, in the range
of 0.4-0.6 mmol /kg. But in the thyroid gland and in brain tissue (especially white matter), lithinm
concentrations were nearly twice as high as in serum, in the range of 0.7-0.8 mmol /kg. They suggest
that this is to be expected, saying, “lithium has an increased affinity to thyroid tissue,” and, “high
concentrations of lithium in brain tissue - especially in white substance - agrees with investigations
that reveal the lithium elimination from brain tissue to be slow.”

This is particularly interesting not only because it seems to show evidence of bicaccumulation,
but because of the particular tissues in which concentrations were found to be highest. The thyroid
gland is very important to weight regulation, and so to find that lithium concentrations in that
organ were second-highest in the body is very neatly in line with our expectations. Maybe it

shouldn’t be a surprise, because lithium therapy is associated with thyroid disease [233].

5.4 Discussion

Contamination through residual antibiotics is a compelling theory. These antibiotics are widespread,

and easily end up in the groundwater. They were introduced at around the right time, and pro-
duction has ramped up since 1980. They increase weight in animals and may increase weight in
humans, possibly by disrupting gut microbiota. On the other hand, this account doesn’t do a good
job explaining the difference in ohesity rates between countries and can’t explain why people in
some professions are so much more obese than others.

PFAS are widespread in the environment. They’re in your food, water, house, and blood. They
stick around in the water supply and they were introduced just in time for them to drive the rise
of obesity. They're more likely to appear in heavily processed or packaged food. PFAS exposure
does a great job explaining the differences in obesity rates between different professions, and it
may explain some of the differences between states and countries. The weak link in this theory
is the key question — do PFAS make you gain weight? The traditional answer is “no”, but as we
review, there's reason to be skeptical of this answer. Looking at groups who have been exposed
to very high levels of PFAS (career 3M workers) or groups that are very genetically homogenous
(Danish mothers), we see a correlation between serum levels of some PFAS and BMI. We also
report original analysis of NHANES data showing that some PFAS are associated with lower BMI
while others are associated with higher BMI, a fact that’s easy to miss if you don’t account for the
fact that these effects can mask one another. There are thousands of PFAS that remain unstudied
or understudied, but it’s likely that many of them also have an effect on body fatness.

At therapeutic doses, lithinm definitely causes weight gain. Under the right circumstances,
vou gain quite a lot. People started producing serious amounts of lithium around World War

I, and production started to really ramp up around 1980. It’s in our groundwater, and most
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of us are exposed to one level or another. Unfortunately, data on lithium in groundwater and
drinking water is spotty, and data on lithium in the bodies of the general population is essentially
nonexistent. Public health groups have decided that the trace levels in drinking water are too low
to be concerned about. But depending on where you live, you may be getting a pretty serious
dose from your drinking water alone, and there’s good evidence that even trace amounts have
psvchological effects similar to the effects seen in therapeutic doses.

The missing link here is the demonstration that trace amounts of lithium cause weight gain in
the same way therapeutic doses do. But the evidence we have is promising. In particular, differences
in trace exposure seem to match many of the differences in rates of obesity between different states,
countries, and professions. If there are psychiatric effects at trace doses, we should expect to see
some form of the side effects as well.

Based on the present state of the evidence, any of these contaminants could be responsible for
the obesity epidemic. The epidemic could also be caused by a combination of any of these factors.
It's possible that all of them make us slightly more obese, the combination turning these minor
nudges into a full-blown epidemic.

There might also be contaminants that contribute to the epidemic but that we haven’t identified
here. If the obesity epidemic could be caused by the combination of three contaminants, it could

also be caused by the combination of ten contaminants. Let’s hope that’s not the case.

5.4.1 Other Conditions

In this review, we've focused on obesity. But environmental contaminants may be related to other
diseases as well.

Diabetes, cholesterol, heart disease, and high blood pressure are all correlated with obesity,
and all of them are unknown to hunter-gatherers, despite the fact that many hunter-gatherers
live to advanced age. “At some point I started to wonder,” writes Staffan Lindeberg [18], “Why
did atherosclerosis [plaque in the arteries| affect everybody? Why were ‘age-related’ diseases, such
as hypertension, dyslipidaemia and osteoporosis, so common and so difficult to distinguish from
normal ageing?’ He thinks it has something to do with the western diet, and maybe he’s right.
But it's also quite possible that these are all caused by the same contaminants that cause obesity.

As always, correlation doesn’t imply causation. But correlation is also the first thing we should
look for when we expect a causal relationship, and in many cases, the correlation does exist.

Probably these are caused directly — the contaminants damage these systems in the same way
that they damage the lipostat. The effect probably isn’t indirect (i.e. these contaminants make you
obese, which makes you sick in other ways) because there are many people who are not obese but
still suffer from these other conditions.

This isn’t the place to do a full review of the connection between environmental contaminants
and these conditions, but here are a few notes.

In the 2003 report on 3M workers [181], workers with more PFOA in their blood had higher
levels of cholesterol and triglycerides. Later studies and studies in rats confirmed the same thing.

In a report of lithium side effects in clinical treatment [234], patients who gained more than 22
Ibs (10 kg) had an average blood pressure of 140/91. In the rest of the patients, the average blood

pressure was 129/82, and this difference was statistically significant.

5.4.2 Mental Health

People are more mentally ill, depressed, and anxious now than they were in the past. Many mental

illnesses are essentially a modern phenomenon. These trends may be related to the obesity epidemic.
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Almost everyone is restricting calories to try to keep their weight down. It’s the modern condi-
tion; everyone is afraid of getting fat. But this isn't a natural state for human beings, and it may
have negative psychological effects. People’s behavior can become very strange when they're not
eating enough.

Most prescription drugs that influence weight gain are psychoactive. In fact, many of them
are antipsychotics. Lithium, for one, is certainly psychoactive. It is an effective treatment for
bipolar disorder, but it’s not clear what psychological effects it would have on a person without
a diagnosable disorder. It also has negative cognitive effects in areas like creativity and memory
[235].

If mental illnesses are caused by the same contaminants, or similar contaminants, to the ones
that cause obesity, we would expect higher rates of obesity in people with mental illnesses. This
is generally what we see. People with schizophrenia are much more likely to be obese than other
people their age [236]. These differences can be quite large — for example, 27% obese in controls,
58.5% obese for patients with schizophrenia — and they persist when controlling for age, sex, race,
antipsychotic use, and antipsychotic dosage [237]. People with schizophrenia are also more likely

to have diabetes, and this is partially independent of their risk of having obesity.

6 Conclusions

We come up with theories to try to make sense of the world around us, and we start by trying to
come up with a theory that can explain as much of the available evidence as possible.

But one of the known problems with coming up with theories is that sometimes you are overen-
thusiastic, and connect together lots of things that aren’t actually related. It can be very tempting
to cherry-pick evidence to support an idea, and leave out evidence that doesn't fit the picture.
It’s possible to make this mistake honestly — you get excited that things seem to fit together and
don’t even notice all the evidence that is stacked against your theory.

But sometimes noticing that things seem to fit together is how an important insight comes to
light. The theory of continental drift was invented when Alfred Wegener was looking through a
friend’s new atlas and noticed that South America and Africa seemed to have matching coastlines,
“like a couple spooning in bed” [238]. He wasn't even a geologist — at the time, he was an untenured
lecturer in meteorology — but he thought that it was important, so he followed up on the idea. “Why
should we hesitate to toss the old views overboard?” he said when his father-in-law suggested that
he be cautious in his theorizing. He was criticized by geologists in Germany, Britain, and America,
in part because he couldn’t describe a mechanism with the power to shuffle the continents around
the globe. But in the end, Wegener was right.

The true power of a theory is its ability to make testable predictions. One obvious prediction
of the theory that obesity is caused by a contaminant in our environment is that we should expect

to see paradoxical reactions to that contaminant as well.

6.1 Paradoxical Reactions

Sometimes drugs have what’s called a paradoxical reaction, where the drug does the opposite of the

thing it normally does. For example, amphetamines are usually a stimulant, but in a small percent
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of cases, they make people drowsy instead. Antidepressants usually make people less suicidal, but
sometimes they make people more suicidal.

Normally when we talk about paradoxical reactions, we're talking about the intended effect
of the drug, not the side effects. But from the drug's point of view, there’s no such thing as side
effects — all effects are just effects. As a result, we should expect to sometimes see paradoxical
reactions in side effects as well.

And in fact, we do. A common side effect of the sedative alprazolam is rapid weight gain. But
another common side effect is rapid weight loss. Clinical trials show both side effects regularly.
One trial of 1,388 people found that 27% of patients experienced weight gain and 23% of patients
experienced weight loss [106]. In those who do lose weight, weight loss is correlated with the dose
(r = .35, p — .006) [239].

Severe weight gain is a common side effect of psychiatric drug clozapine [103]. People can and
do regularly gain ten or twenty pounds on this drug. But some people actually lose weight on
clozapine instead [240)].

Lithium increases leptin levels in most patients, and this is presumably part of the mechanism
that causes people to gain weight on lithium. But in some patients, lithium reduces leptin levels
instead [189].

Normally the weight loss from these paradoxical reactions is pretty limited. But occasionally
people lose huge amounts. People can gain 4 1bs (1.8 kg) over only 17 days on alprazolam [241]. In
comparison, anecdotal reports from admitted abusers suggest that high doses of alprazolam can
lead you to eventually lose 10 or even 40 lbs.

On clozapine, people usually gain 10-15 lbs [103]. But some people lose huge amounts of weight
instead, up to 50% of their body weight. One patient, a woman in her 30’s, went from about 148
Ibs (67 kg) to about 75 lbs (34 kg) on clozapine [240].

AGRP neurons are a population of neurons closely related to feeding [101]. One of the ways
researchers established this connection was by showing that activating these neurons in mice led
to “voracious feeding within minutes.” Another way they showed this connection was by destroying
these neurons, a process called ablation. “AGRP neuron ablation in adult mice,” reviews one paper,
“leads to anorexia.”

If weight gain is the main effect of a drug, the paradoxical reaction is weight loss. If the obesity
epidemic is caused by one or more contaminants that cause weight gain, we should expect that
there will be some level of paradoxical reaction as well. If obesity is the condition, the paradoxical
condition would be anorexia.

If it’s possible to turn the lipostat up, leading to serious weight gain, it’s certainly possible to
turn the lipostat down as well, leading to serious weight loss. For most people, these environmental
contaminants cause weight gain. But just like with other drugs, in some people there’s a paradoxical
reaction instead.

This is biologically plausible. People with anorexia have extremely low leptin levels, and some
reports suggest that leptin levels are correlated with symptoms other than just BMI [242]. Anorexia
risk is genetically heritable and some of the genes involved have already been identified [243]. The

authors of one genetic analysis close by saying,

Low BMI has traditionally heen viewed as a consequence of the psychological features
of anorexia nervosa (that is, drive for thinness and body dissatisfaction). This per-
spective has failed to yield interventions that reliably lead to sustained weight gain
and psychological recovery. Fundamental metabolic dysregulation may contribute to

the exceptional difficulty that individuals with anorexia nervosa have in maintaining a
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healthy BMI (even after therapeutic renourishment). Qur results encourage consider-
ation of both metabolic and psychological drivers of anorexia nervosa when exploring

new avenues for treating this frequently lethal illness.

Eating and maintaining weight is a central cognitive problem. “The lipostat does much more
than simply regulate appetite,” says Stephan Guyenet [23], “It’s so deeply rooted in the brain that
it has the ability to hijack a broad swath of brain functions, including emotions and cognition.”

Brain lesions alone can cause anorexia nervosa, complete with the characteristic psychopatholo-
gies like fear of fatness, drive for thinness, and body image disturbance [244]. Many cases present
as “typical” anorexia nervosa, complete with weight and shape preoccupations. When tumors are
surgically removed, these symptoms go away and the patients return to a healthy weight. Most
people with anorexia don’t have brain lesions. But biological disruption alone is enough to cause
all the symptoms of the disease.

Brain lesions are not the only purely biological issue that can cause anorexia. In some cases, it
appears to be closely related to the gut microbiome. For example, in one case study [245] a patient
with anorexia had a BMI of only 15 even after undergoing cognitive-behavioral therapy, medication,
and short-term force feeding, and despite maintaining a diet of 2,500 calories per day. Physicians
gave her a fecal microbiota transplant from an unrelated donor with a BMI of 25. Following the
transplant she gained 6.3 kg (13.9 lbs) over the next 36 weeks, despite not increasing her calorie
intake ate at all. This is only one case, but the authors indicate that they are planning to conduct
a randomized controlled trial to investigate the effects of fecal transplants in individuals suffering
with anorexia. To the best of our knowledge this study has not yet been published, but we look
forward to seeing the results.

Remember those children who were born without the ability to produce leptin [102]? Unlike
normal teenagers, they aren’t interested in dating, films, or music. All they want to talk about
is food. “Everything they do, think about, talk about, has to do with food,” says one of the lead
researchers in the field. A popular topic of conversation among these teens is recipes.

These teenagers have a serious genetic disorder. But if you put average people in a similar
situation, they behave the same way. The Minnesota Starvation Experiment put conscientious
objectors on a diet of 1,560 calories per day [246]. Naturally, these volunteers became very hungry,
and soon found themselves unable to socialize, think clearly, or open heavy doors.

As they lost weight, these men developed a remarkable obsession with food. The researchers
came to call this “semistarvation neurosis”. Volunteers’ thoughts, conversations, dreams, and fan-
tasies all centered on food. They became fascinated by the pariphanilia of eating. "We not only

cleaned our plates, we licked them," recalled one volunteer. "

alked about food, thought about it.
Some people collected as many as 25 or 30 cookbooks." Others collected cooking utensils. “What
we enjoyed doing was to see other people eat." he continued. "We would go into a restaurant and
order just a cup of coffee and sit and watch other people eat.”

These are the neuroses of people whose bodies believe that they are dangerously thin, either
correctly (as in the starvation experiment) or incorrectly (as in the teenagers with leptin deficiency).
The same thing happens when your mind, correctly or incorrectly, believes that you are dangerously
fat. You become obsessed with food and eating, only in this case, you become obsessed with avoiding
both. A classic symptom of anorexia is “preoccupations and rituals concerning food”. If that doesn’t
describe the behavior above, I'm not sure what would.

But avoiding food and collecting cookbooks isn’t the lipostat’s only method for controlling

body weight. It has a number of other tricks up its sleeve.

Many people burn off extra calories through a behavior called “non-exercise activity thermo-
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genesis” (NEAT) [247]. This is basically a fancy term for fidgeting. When a person has consumed
more calories than they need, their lipostat can boost calorie expenditure by making them fidget,
make small movements, and change posture frequently. It's largely involuntary, and most people
aren’t aware that they're burning off extra calories in this way. Even so, NEAT can burn off nearly
700 calories per day.

When most people eat less than they need, they become sluggish and fatigued, like the volun-
teers in the Minnesota Starvation Experiment. But people with anorexia fidget like crazy. A classic
symptom of anorexia is excessive physical activity, even in the most severe stages of the illness
[248]. When one group measured fidgeting with a highly accurate shoe-based accelerometer, they
found that anorexies fidget almost twice as much as healthy controls [249].

This kind of fidgeting is the classic response in people whose bodies are fatter than they want
to be. In studies where people were overfed until they were 10% heavier than their baseline, NEAT
increased dramatically [250]. All of this is strong evidence that people with anorexia have lipostats
that mistakenly think they desperately need to lose weight.

Of course, this does sound a little far-fetched. If anorexia were really a paradoxical reaction to
the same contaminants that cause obesity, then in the past we would see almost no anorexia in the
population, up to a sharp spike around 1980.

While there’s not as much historical data as we would like, the pattern we observe is just about
that. Cases were quite low until about 1970, when prevalence suddenly shot up [251]. When we
look at specific sections of historical data, finding evidence of an increasing trend (often only in
young women) is pretty common [252, 253].

In general the data is pretty scattered and spotty [254]. Rarely does a study look at rates in the
same area for more than five years. When there are such comparisons, they are usually for periods
before 1980. For example, van’t Hof and Nicolson [255], writing in 1996 and arguing that rates
of anorexia are not increasing, at one point cite studies that showed no increase from 1935-1979,
1935-1940, 1975-1980, and 1955-1960. But data from the Global Health Data Exchange (GHDx)
shows that rates of eating disorders have been increasing worldwide since 1990, from about 0.185%
to 0.215% [256]. This trend is small but reliable — 87.5% of countries saw their rates of eating
disorders increase since 1990.%

There are other ways to look at the relationship. For example, we can compare the most obese
countries to the countries with the highest rates of eating disorders (Figure 8).

With the exception of a few notable outliers (genetically homogenous South Korea Japan), these
match up really well. The fit isn’t perfect, but we shouldn’t expect it to be. There are large genetic
differences and differences in healthcare practices between these countries. They may use different
criteria to diagnose eating disorders. But even given these concerns, we still see pretty strong
associations — Chile, Argentina, and Uruguay are the most obese countries in South America, and
they also have the highest rates of eating disorders.

We can go one step further. Looking at the data, we see that these are statistically related.
In 2016, rates of eating disorders were correlated with obesity in the 185 countries where we have
measures for both, r — .33, p < .001. If we remove the five tiny island nations with abnormally
high (= 45%) obesity (Kiribati, Marshall Islands, Micronesia, Samoa, and Tonga), all of them with
populations of less than 200,000 people, the correlation is r — .46 (Figure 9).

We see the same correlation between rates of obesity and rates of eating disorders when we
look at the data from 1990, r — .37, p < .001.

Perhaps most compelling, we find that the rate of change in obesity between 1990 and 2016 is

3If that’s not enough for you, we can mention that in 1985 the New York Times reported, “before the 1970’s,
most people had never heard of anorexia nervosa.” Writing in the 1980’s, presumably they would know.
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Figure 8: Top - Share of Adults that are Obese, 2016. Bottom - Share of Population with an
Eating Disorder, 2016. Reproduced from ourworldindata.org under the CC BY 4.0 license.

correlated with the rate of change in eating disorders between 1990 and 2016. The correlation is r
= .26, p — .0004, and it’s r = .30 if we kick out Equatorial Guinea, a country where the rates of
eating disorders tripled between 1990 and 2016, when none of the other countries even had their
rates double. You can see those data (minus Equatorial Guinea) in Figure 10.

That’s no joke. The countries that are becoming more obese are also having higher and higher
rates of eating disorders.

We even see signs of a paradoxical reaction in some of the contaminants we reviewed earlier.
You'll remember that when mice are exposed to low doses of PFOA in-utero, they are fatter as
adults — but when mice are exposed to high doses as adults, they lose weight instead [174]. The
dose and the stage of development at exposure seems to matter, at least in mice. It’s notable that
anorexia most often occurs in teenagers and voung adults, especially young women. Are young
women being exposed to large doses all of a sudden, just as they start going through puberty?
Where would these huge doses come from? It may not be that much of a stretch — PFAS are
included in many cosmetics [257].

In one study of 3M employees [181], higher PFOS levels led to a higher average BMI, but also
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Figure 9: Prevalence of eating disorders and obesity, 2016. Kiribati, Marshall Islands, Micronesia,
Samoa, and Tonga not shown.

Figure 10: Increase in the prevalence of eating disorders and obesity, 1990-2016. Equatorial Guinea
not shown.

to a wider range in general. The lightest people in the study had some of the highest levels of
PFOS in their blood. The quartile with the least PFOS in their blood had an average BMI of 25.8
and a range of BMIs from 19.2 to 40. The quartile with the most PFOS in their blood had an
average BMI of 27.2 and a range of BMIs from 17.8 to 45.5. Remember, a BMI of under 18.5 is
considered underweight.

In the study of newborn deliveries in Baltimore that we mentioned earlier [185], researchers
found that obese mothers had babies with higher levels of PFOS than mothers of a healthy weight.
But underweight mothers also had babies with higher levels of PFOS. In fact, babies from under-
weight mothers had the highest levels of PFOS exposure, 5.9 ng/mL, compared to 5.4 ng/mL in

obese mothers, and 4.8 ng/mL in mothers of normal weight. “The finding that levels were higher
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among obese and underweight mothers is interesting.” they say, “but does not have an obvious
explanation.” Knowing what we know now, the obvious explanation is that PFOS usually causes
weight gain, but like all drugs, it sometimes has a paradoxical reaction, resulting in weight loss

instead.

6.1.1 Selection Effects

Most teenage girls have a story where someone calls them fat or tells them they need to lose weight
(or interprets an event that way), so it’s not surprising that most of them can look back and
describe that kind of incident. Most teenage girls are dieting to one degree or another all the time,
so it's not surprising that most anorexics were dieting before they became ill.

There does seem to be some truth to the stereotype that dancers and models are more likely
to have anorexia. Normally this is attributed to social factors like bullying and pressure to be very
thin, but there may be a simpler possibility for higher rates of anorexia in weight-sensitive sports
and environments: straightforward selection bias. Models, ballerinas, dancers, runners, etc. in these
groups are going to be selected for thinness in the first place. If you're a 15-year-old who's being
recruited to be a model or a prima ballerina, you may already be predisposed towards anorexia.
And if you're 20 1bs overweight (or even regular weight), vou're probably not going to make the
varsity cheerleading squad. Another way to look at it is that if you're going to be anorexic in two
vears, vou are likely already skinner than average right now. Ultimately there may be nothing to
explain — this may be no more of a mystery than something like, “why is the basketball team so
much taller than average”?

Stories of bullying that precede anorexia are very striking, but only looking at the stories of
those who are diagnosed misses the population view. How many girls are there who fit the profile
“involved in some horrendous bullying incident, cries for days, and resolves to diet”, but don’t
become anorexic? It's a lot — that’s most teenage girls at one point or another. We think that the
rate of anorexia in this population is probably still less than 1%. It’s just that, because the base
rate is so high, many anorexics can look back and describe this sort of incident.

We're having a hard time finding good stats on the percent of girls who are bullied about their
weight, but let’s very conservatively say it’s 10%. Let’s also conservatively assume that every girl
who becomes anorexic was bullied first. In the US; around 1.4% of adolescent girls have anorexia or
bulimia (0.4% anorexic, 1% bulimic), so about 1.4% will develop an eating disorder at some point
after they are bullied. The other 8.6% will cry for a few days, resolve to diet, ultimately not be
diagnosed with anything, and will be left out of the perceived weight-bullying-to-anorexia pipeline.
What explains the difference between these? The traditional explanation is some combination of
social support and self esteem — maybe genetics. Our explanation is a combination of genetics
and contaminants. Things like “horrendous bullying incidents” might be a risk factor, but can’t he
the main cause because 86% of the people who are exposed never develop the condition.

Pretty much every teenage girl experiences social pressure for skinniness. What vou would need
to show is that girls who experience more pressure have higher rates of anorexia, and girls who
experience less pressure have lower rates, and you'd need to do that while accounting for selection
effects. We're not convinced that there’s any evidence to this effect. Anorexia has a strong genetic
component [258, 243] — even if bullying were a small part of the story, it clearly can’t be a major

contributor.

|



|



6 Conclusions version 4.0

6.1.2 Anorexia in Animals

A natural prediction of this theory is that we should observe anoreria nervosa in animals as well
as in humans. We've reviewed the evidence that pets, lab animals, and even wild animals have
gotten more obese over the past several decades. We've also argued that anorexia is a paradoxical
reaction of the compound or compounds that cause obesity, and not the result of social pressure.
Since nonhuman animals are getting more obese when exposed to these contaminants, we should
expect that some of them will experience a paradoxical reaction and become anorexic instead, just
like in humans.

All the animals we have data on are getting fatter, but some of them are gaining weight faster
than others. It’s very likely that there will also be major differences in the rate and degree of
paradoxical reactions. It would be very surprising if these contaminants affect mice in the exact
same way they affect lizards or stingrays.

When we look at obesity data for animals, we see that primates appear to be gaining the most
weight. As a result, we think that anorexia is most likely to be found in other primates.

Testing this prediction is a bit tricky. A wild animal that develops anorexia will likely die and
so won't be around for us to observe, and won't end up in our data. While pets and lab animals
receive a higher standard of care, they may not survive either. Veterinarians may notice that an
animal is underweight and not eating, but may not record this as an instance of an eating disorder.
Instead, when a young animal doesn’t eat and eventually wastes away, this is often classified as
“failure to thrive.” This is further complicated by the fact that veterinarians use the term anorezia
to refer to any case where an animal isn’t eating, treating it as a symptom rather than a disorder.
For example, a dog might not eat because it has an ulcer, or has accidentally consumed a toxic
substance, and this would be recorded as anorexia. In humans, we would call this something like
loss of appetite, which is itself a symptom of many disorders — including anoreria nervosa.

As a consequence of all this, we don’t expect to find much direct evidence for anorexia in
different species of animals. We do however expect there to be plenty of evidence nonetheless,
because there are many statistical signatures that we can look for.

One thing we can look for is increased variance in body weights. Everyone knows that the
average BMI has been going up for decades, but what is less commonly known is that the variance
of BMI has also increased since 1975 [259]. When expressed in standard deviation, it has almost
doubled in many countries. As correctly noted in The Lancet, this “contributed to an increase in
the prevalence of people at either or both extremes of BML."”

We should expect that animals today will have higher variation of body weights than they did
in the past, just like humans do. We can similarly expect that animals that live in captivity will
have higher variation of body weights than animals that live in the wild.

A particularly telling sign of this will be that while animals today (or in captivity) will be
fatter than animals in the past (or in the wild), the leanest animals will actually be in the modern
(or captive) group. We may not see animals with recognizable anorexia, but we should expect to
see animals that are thinner than they would be naturally, which is presumably thinner than is
healthy for them.

We might also expect to see different patterns by sex. In humans, women have higher variance
of body weights than men do, which may partly explain why anorexia is more common in women
than in men. However, this may not be the case in all species — it may even reverse. But a gender

effect is what we see in humans and so we might also expect to see it in other animals as well.
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Long-Tail Macaques In nonhuman animals, we use BMI equivalents. Sterck and colleagues
developed a weight-for-height index for long-tail macaques which they called WHI2.7, which can
function much like BMI does for humans [260]. For BMI in humans, values above 25 are considered
overweight and values below 18.5 are considered underweight. For WHI2.7, the authors suggest
that values above 62 indicate the macaque is overweight and values below 39 indicate the macaque
is underweight.

They developed this measure mostly by looking at macaques in their current population of
research subjects. But they also compared the measurements of the macaques in their research
population to the measurements taken of the founder generation at Utrecht University from 1987
to 1989, and to some measurements of wild macaques from Indonesia in 1989.

Consistent with other observations of lab animals, we see that the macaques in the research
population in 2019 are quite a bit fatter than the wild macaques in the 1980s (Table 6; Figure 11).
The current population has an average WHI2.7 of 53.95, while the wild macaques had an average

‘ent macagques are also quite a bit fatter than their ancestors, the

g ' ? Ié vho had an average WHI2.7 of 48.76.
I '
. N Mean (WHI2.7) SD (WHI2.7)
NNNANNS NN 155 s 9.45
All Wild 15 38.26 3.35
Wild Male 6 41.43 2.48
Wild Female 9 36.16 1.80
All Founder 35 48.76 8.07
Founder Male 11 51.68 8.48
Founder Female 24 47.41 7.68
All Current 105 53.95 8.68
Current Male 13 59.40 10.57
Current Female 92  53.14 8.14

Table 6: WHI2.7 means and standard deviations for the three populations of long-tailed macaques
described in Sterck et al., 2019 [260].

Figure 11: WHI2.7 means and standard deviations for the three populations of long-tailed
macaques described in Sterck et al., 2019 [260].

When we look at the standard deviation of these weight-height indexes, we find that the wild
macaques in 1989 had a standard deviation of only 3.35, while the current population in 2019 had

a standard deviation of 8.66! The founder population was somewhere in between, with a standard
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deviation of 8.07. As macaques in captivity become more overweight and obese, the variance in
their weight also increases. We can note that the standard deviation more than doubled between
wild macaques and the current research population, and this is similar to the change in the standard
deviation of human BMIs from 1975 to now, which approximately doubled [259].

The wild monkeys were the leanest on average, with most of the wild females slightly un-
derweight by the WHI2.7 measure. But the very leanest monkeys were actually in the current
population, just as our theory predicts. The leanest wild macaque had a WHI2.7 of 34.0, but the
two leanest monkeys were in the current population and had WHI2.7 of 33.8 and 31.0. All of these
leanest individuals were female.

As these observations suggest, there are consistent sex effects. In all three groups, male macaques
have higher average WHI2.7 scores than females. In the wild group, the distributions barely overlap
at all — the leanest male has a score just below that of the heaviest female.

Taking sex into account, the change in variance is even more pronounced. The wild macaques
had a standard deviation in WHI2.7 scores of 3.35, but because the male and female distributions
were largely separate, the standard deviation for males was 2.48 and the standard deviation for
females was only 1.80.

This means that for the female macaques, the standard deviation of body composition scores
increased by a factor of more than 4.5x, from 1.80 in the wild population to 8.14 in the
current population.

We can use these data to make reasonable inferences about what we would see with a larger
population. Weight and adiposity tend to be approximately normally distributed, and when we
look at the distribution for WHI2.7 in these data, we see that the scores are indeed approximately
normally distributed.

For these analyses, we’'ll limit ourselves to the female macaques exclusively. Every underweight
macaque in this dataset is female — not a single male macaque is classified as underweight. In
every group, the mean WHI2.7 is lower for males than it is for females. Just as in humans, being
underweight seems to be more of a concern for females than for males.

We could use this information to estimate what percent of macaques are underweight (WHI2.7
of 39 or less). But this doesn’t make sense because we already know that the wild macaques are
underweight on average (mean WHI2.7 of 38.26). This is because that threshold, a WHI2.7 of 39,
is based on the body fat percentage observed in these same wild macaques.”

The authors also suggest that a WHI2.7 of 37 is perfectly healthy. Even though some of the
macaques have WHI2.7 scores below 37, all macaques were examined by veterinarians as part of
the study, and seem to be perfectly healthy (99% had BCS scores above 2.5, which indicates “lean”
but not thin and certainly not emaciated). Other sources suggest that macaques can still be healthy
even when they are thinner than this. Essentially, the threshold of 39 or even 37 isn’t appropriate
for our analysis, because macaques appear to be largely healthy in this range.

While it’s hard to determine what WHI2.7 would indicate that a macaque is dangerously
underweight, we’ve based our analysis on the leanest macaques we have data for. All the macaques
we have data for have WHI2.7 scores above 30. We know that they were all surviving at this weight
and the leanest were rated by the vets as merely thin, not emaciated. As a result, 30 seems like a
good cutoff, and we can calculate approximately how many macaques would have a WHI2.7 helow
30 in a larger population.

The wild female macaques have an average WHI2.7 of 36.16 with a standard deviation of 1.8.

Based on this, in a larger population about 0.03% of wild female macaques would have a WHI2.7

9This is quite similar to humans who don’t live a western lifestyle. On the Trobriand Islands, the average BMI
was around 20 for men and around 18 among women, technically underweight.

|



[En]
L

L



6 Conclusions version 4.0

below 30.0 (Figure 12).
The female macaques from the current research population have an average WHI2.7 of 53.14
with a standard deviation of 8.14. Based on this, in a larger research population about 0.22% of

current macaques would have a WHI2.7 below 30.0.

Theoretical WHIZ.T Distibutions, Female Macaques
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Figure 12: Theoretical distribution of WHI2.7 scores for female macaques in two distributions.

This shows an increase in the mean WHI2.7 and an enormous increase in the variation, just
what we would expect to see if anorexia is the result of a paradoxical reaction. In addition, we see
that the increase in variation also leads to an increase in the number of extremely underweight
macaques (Figure 13). If we tentatively describe a WHI2.7 of 30 or below as anorexic, then the
rate of anorexia in female macaques in the current population is about ten times higher than the
rate of anorexia in the wild population. The prevalence in the current research macaques, 0.22%,
is also notably similar to the prevalence of anorexia in humans, which is usually estimated to he

in the range of 0.1% to 1.0% among women.

Theoretical WHIZ.T Distributions, Female Macaques
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Figure 13: Lower tail of the theoretical distribution of WHI2.7 scores for female macaques in two
distributions.

Another way to put this is that if we have 10,000 wild macaques, we would expect about 7 wild
macaques with a WHI2.7 of 30, 1 wild macaque with a WHI2.7 of 29, and no wild macaques with
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a WHI2.7 of 28 or below. In comparison if we had 10,000 macacques from a contemporary research
population, we would expect about 8 macaques with a WHI2.7 of 38, about 6 macaques with a
WHI2.7 of 29, about 4 macaques with a WHI2.7 of 28, about 3 macaques with a WHI2.7 of 27,
about 2 macaques with a WHI2.7 of 26, about 1 macaque with a WHI2.7 of 25, about 1 macaque
with a WHI2.7 of 24, and probably no macaques with WHI2.7 scores of 23 or below (Table 7).

Wild Population Current Population

WHI2.7 (out of 10,000) (out of 10,000)
30 7 8
29 1 6
28 0 4
27 0 3
26 0 2
25 0 1
24 0 1
23 0 0

Table 7: Expected number of macaques with various extremely underweight WHI2.7 scores in
different populations of 10,000 macaques.

It seems clear that a macaque with a score of 25 would be an extremely underweight animal,
and from a simple analysis of the distributions, we should only expect to see these animals in the
modern research population. In short, it’s clear that modern captive macaques have higher rates
of anorexia than wild macaques from the 1980s, just what the theory predicts.

Using a different cutoff wouldn'’t change the effect. For any cutoff, there will be more modern
macacues at the extreme ends of the distribution. Based on what we know about healthy weights
for these animals, 30 is a conservative cutoff, since as we showed above the disparity only increases

if we look at lower WHI2.7 scores.

6.2 Ultra-Processed Food

Recently there has been interest in the role of processed and even “ultra-processed” foods, with
initial evidence that these foods are linked to obesity and other related health concerns, such as
heart disease. A study of Canadian adults published in 2021 found that consumption of ultra-
processed food was associated with a higher risk of not only obesity but also diabetes and, to an
even greater degree, hypertension [261]. A study of Australian adults published in 2020 found a
dose-dependent relationship between consumption of ultra-processed food and various measures
of obesity, including BMI and waist circumference [262]. Similar results have been found in other
samples and other countries. This is, of course, all correlational, but there is at least one randomized
controlled trial claiming to find causal evidence that consumption of ultra-processed foods leads
to weight gain [263].

This line of research is still relatively new, and so it’s not yet clear how large of a role ultra-
processed food plays in the obesity epidemic. In particular, there’s still no strong case for a mecha-
nism. But that mechanism very well might be contaminants in these foods, hecause more processed
foods generally end up with more contaminants in them.

For example,

Food can become contaminated at any stage of processing. Since ultra-processed foods go
through many stages of processing, they have more chances to become contaminated, and may pick

up a larger dose — like that chocolate cake above — through repeated exposures. Unfortunately
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for us, there are many ways that food can be exposed to contaminants [264].

Food-processing machinery is intended to be entirely food-safe. But of course, accidents happen.
Every piece of machinery has lubricants, coatings, and components that can contaminate the food.
“Food-safe” lubricants and components may not be so safe as they are claimed. If there are safe
levels of exposure on one machine, repeated exposure across multiple machines may raise the level
of contamination above levels that are safe. In this way, ultra-processed foods, which go through
more levels of refinement and have more contact with various industrial processes, is likely to
become more contaminated overall. Intentional aspects of processing, such as packaging, may also
play a major role. Prior to 2016, most greaseproof packaging was made with PFAS.

Food is also exposed to contaminants during transportation — in a truck, on a barge, on a
loading dock, or sitting in a warehouse. Transportation means being exposed to many different
kinds of heavy industrial machinery — corn might be contaminated by the truck that drives it
to the warehouse, the forklift that takes it off the truck, the air conditioning unit in the storage
room, the cleaning products used on the floor of that room, the railcar that takes it to the city,
and so on. Grease or oil applied to a machine may drip into containers or find its way to the food
on the palms of the people handling transport. Disinfectants and cleaning agents on food handling
equipment may leech into the food itself. The exhaust from diesel and petrol engines, continuously
choking a pallet of food over the course of a long journey, is another likely source of contamination.

As a result, ultra-processed foods do tend to be more contaminated; but it is likely that the

degree of processing is a proxy for contamination, which is the reason to be wary of these foods.

6.3 Further Predictions

This is a good start, but there are many other natural predictions of this theory.

We want to begin by separating out two different arguments.

The theory that obesity is caused by some contaminant is one theory, with its own set of
commitments and predictions. Proposals that obesity is caused by any contaminant in particular

are separate theories. They make separate predictions and they can be investigated independently.

6.3.1 The Obesity Epidemic is the result of Environmental Contaminants

The evidence that obesity is caused by environmental contaminants is extremely strong.

In this paper, we've tried to make a strong case for three particular contaminants that could
be responsible for the obesity epidemic. We think there is reasonably strong evidence for each,
but perhaps none of these contaminants are responsible for the obesity epidemic. Yet even if we're
wrong on these three specific counts, the evidence still points towards environmental contaminants
as the cause of the epidemic.

No other theory can explain the abrupt increase in rates of obesity around 1980, the fact that
lab animals and wild animals are becoming more obese, the fact that obesity rates are higher at
lower altitudes, and all the evidence that indicates that anorexia is a paradoxical reaction to the
factor that usually causes obesity. A competing theory of obesity would need to be able to explain
all of these important observations, but most alternative theories can’t account for a single one,
and don't even try to.

In most cases, when our theory made specific predictions, we went out and saw if they were
correct or not. For example, a natural prediction of obesity being the result of environmental
contaminants is that people in some occupations will be much more obese than people in other
occupations, because people in some jobs will be working more closely with the contaminants than

others. We checked, and it turns out that people in some occupations really are much more obese
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than people in other occupations, and looking at the professions with the highest rates of obesity
is part of how we identified contaminants that we think might be responsible.

When we started writing this paper, we didn’t know that the Middle East had such high rates
of obesity, that they get much of their water from desalination, or that desalinated water had high
levels of lithium, but these facts ended up closely matching the expectations of our theory. This
isn’t a prediction per se, but there’s a difference between data that you use to come up with your
theory and data that vou find along the way, and this falls squarely in the second category.

There are many remaining predictions, however, that could be the subject of further study.

Controlled experiments show that you can’t lose much weight through diet or exercise, and the
little bit of weight you do lose generally comes back after about a year. But there are plenty of
individual cases of people losing lots of weight and keeping it off for a long time [265]. Most of
these people attribute their weight loss to diet or exercise, but we know that can’'t be the case.
Instead, something must have changed about their exposure to these contaminants.

If you were to look at people who have lost a lot of weight and have kept it off, we predict
that most of those people moved to a new part of the country, changed jobs, or went through
some other major life change (divorce, surgery, home remodeling, ete.) about a year or two before
they started losing weight. Because of the month-to-year-long delay between the life change and
the weight loss, most of these people would never think to connect their weight loss to their job
change, cross-country move, or new wall-to-wall carpeting.

There might be some other major life changes that could be responsible, but we expect that
changing where you live or what you do for work would be the change for most people. Further, we
would predict that people who lost weight after moving would have generally moved from a high-
obesity area to a lower-obesity area, and that people who lost weight after changing professions

would have generally traded a job with higher rates of obesity for a job with lower rates of ohesity.

6.3.2 The Obesity Epidemic is the result of Specific Contaminants

Usually, experiments are the gold standard for determining causality. But for a variety of reasons,
public health crises are hard to study.

There are practical and ethical concerns. Back when we were trying to see if smoking causes
lung cancer, no one did a study where they assigned some people to not smoke and others to
smoke a lot, then followed up in 50 years to see if more people in the second group had died of lung
cancer [266]. It’s not practical to run a study of thousands of people across several decades, and
if you suspect that smoking causes lung cancer, it’s not ethical to force people to smoke dozens
of cigarettes every day. Even if you did run an experiment, it couldn’t be double blind, because
participants would notice if you give them placebo cigarettes. Instead, the smoking-lung cancer
link was discovered and confirmed by multiple converging lines of observational research [267].

The same is true of the research that showed that lead causes lasting brain damage [268].
For obvious reasons, no one did an experiment where they fed some children lead and fed others
a control metal. Instead, they started with the observation that growing up in neighborhoods
with high lead exposure is correlated with a lower IQQ as an adult. These neighborhoods are also
disproportionately poor, of course, but the effect persisted even after controlling for factors like
poverty.

When they looked closer, they began to find dose-dependent effects. This could still be con-
founded — up to 1991, canned food was sealed with lead solder, so maybe poorer people just ate
more canned food or something — but it began to seem pretty interesting. As different states

began phasing out lead in their gasoline, researchers noticed that public health improved sooner
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in states that reduced lead earlier. Then they found that lead exposure during pregnancy leads to
smaller head circumferences in infants, with an apparent dose-dependent effect [269]. Every piece of
evidence was correlational, and for any given correlation, there were potential confounders. But in
combination, these observational studies provided strong evidence that lead is bad for your health.

Tackling these public health crises gave us insight into how to do this kind of work in the future.
Sir Austin Bradford Hill was one of the main researchers on the smoking-lung cancer connection.
Based in part on what he had learned in this pursuit, in 1965 he gave a speech about inferring
causality without experiments [270], where he outlined what would come to be known as the
Bradford Hill criteria. Please take a minute to read the speech and take a look at these criteria,
and consider the evidence we've presented so far from this perspective. It may not be possible to
conduct an experiment on the relationship between contaminants and obesity, but it should he
possible to provide evidence as strong as the evidence that smoking causes lung cancer, or the
evidence that lead exposure causes brain damage. For the most part, we have already provided
that evidence.

There may be additional factors that make obesity harder to study than other public health
crises. Rates of obesity are already very high in most parts of the world, which means that rates
of contamination are very high as well. As we've already discussed, this is likely to reduce the
apparent correlation between contaminants and obesity, even when the true relationship is very
strong, because most of the variation in the population right now is genetic. Something similar
would happen if we were to conduct experiments. Since nearly everyone is already exposed to these
contaminants, a true control group is impossible.

You could at least in principle design a study in which one group of people smokes two packs
a day and the other group doesn’t smoke at all, even if you couldn’t run that study for ethical
reasons. But it’s harder to do this with potential contaminants. In most cases an experiment would
end up comparing a very-high-exposure group to a very-high-exposure-plus-a-little-extra group.

To account for this, you could expose the experimental group to huge amounts of the contami-
nant, but this would be unethical. Alternatively, you could conduct the study in a group of people
from a part of the world where rates of obesity, and presumably exposure to relevant contaminants,
are very low.

There are some natural experiments that we conduct all the time in populations just like this.
Refugees often move from countries with low rates of obesity to countries with high rates of obesity,
like the United States. These groups are not only lean, from parts of the world that are lean in
general, they're also relatively genetically and culturally homogenous. When they reach their new
home, refugees are split up into different subgroups which are resettled in different parts of the
country. This isn’t true random assignment, but it's quite close.

Refugees become more obese after moving to America. Some of them are underweight when
they arrive, coming from regions torn by war or famine, but the weight they gain is more than just
returning to good health. In many cases they end up about as obese as native-born Americans.
For example, in one sample of refugees living in Massachusetts, 19.1% were obese, compared to
about 20% in the state as a whole at that time [271]. We predict that the eventual rate of obesity
for each subgroup of refugees will be related to the rate of obesity in the areas in which they are
resettled. A group resettled in Colorado, the least obese state, should remain much more lean than
a group resettled in Louisiana, one of the most obese states.

Measuring the specific contaminants we outlined as potential suspects would improve these
natural experiments. It’s relatively easy to collect serum PFAS, serum lithium, and lithium in
the urine, as well as information on BMI, percent body fat, and other measures of obesity. An

ideal experiment would collect baseline data for all measures before the refugees are resettled, and

|



60

|



6 Conclusions version 4.0

then continue to collect data on the same measures over the first two years after resettlement. We

would expect BMI to increase more in areas of the US with higher rates of obesity, but we would
also expect that measures of PFAS and/or lithium exposure to be correlated with overall BMI,
rate of change in BMI, and other measures of obesity over the vears after resettlement. This data
would be collected during routine medical examinations they would receive either way, requiring
no additional intervention.

As a natural experiment, this design provides relatively strong evidence for a causal relation-
ship. It’s also quite flexible, and we can use it to study any contaminant that we think might he
responsible, as long as that contaminant can be detected in food, water, or the human body. As a
result, this would be a good place to start.

There are also a couple of predictions, or proposed studies, that we can describe for each

proposed contaminant individually.

Antibiotics Certain antibiotics may be responsible for the obesity epidemic, but we don’t think
that all antibiotics cause obesity. Examining this theory further would require figuring out which
antibiotics are most likely to be responsible.

I[taly, Spain, and Germany use more antibiotics in their livestock than almost any other country
[155], but none of these countries are particularly obese [221]. Canada actually feeds livestock more
antibiotics than the United States does, but obesity rates are higher in the US than they are in
Canada. Some of these differences may be genetic, but it seems unlikely that genetics alone can
explain such a huge gap. A reasonable next step would be to look at individual antibiotics. You
could try to identify specific antibiotics that correlate with rates of obesity, or begin by ruling out
antibiotics used at high rates in countries with low rates of obesity. If any can be found, the next
step would be to examine when they were introduced.

With antibiotics, a randomized controlled trial might be possible. Many people are already
eating meat raised with antibioties, so you could recruit people and feed an experimental group
no-antibiotic meat for several months to see if there is any effect. This probably wouldn’t lead to
huge weight loss, since if antibiotics are responsible for the obesity epidemic, part of their effect is
likely through the groundwater. Even so, any difference would be evidence of a causal effect.

You could also go to a lean part of the world, to ensure their baseline level of exposure is
low, and expose them to antibiotics either in their meat or in their water. While there are ethical
concerns with introducing antibiotics into areas where there are low baseline levels of exposure,
it’s possible that there are natural experiments similar to this. Let's imagine there is a country
that is receiving food aid from the UN. Some of the food aid packages have beef from cows raised
in Germany, where they received a lot of antibiotics. Other food aid packages have beef from cows
raised in Norway, where they received almost no antibiotics. If there were differences in body weight
in these groups following several months of food shipments, that would be some evidence that the
antibiotics in the beef were responsible.

There may be other natural experiments hiding in existing data. If antibiotics were introduced
or regulated differently in different areas, you could look and see if rates of obesity were influenced
by the introduction of antibiotics in each area, perhaps with a delay of a year or two. For example,
maybe there’s a group of ten farming towns in Brazil, and large farms in half of them begin using
antibiotics a few years earlier than the rest. You might see that rates of obesity increase sooner in

those five towns than in the ones where antibiotics arrived a little later.

PFAS Some of the strongest evidence for the influence of PFAS on obesity is the original analysis

of NHANES data that we present in this paper. While illuminating, this analysis was somewhat
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shallow — we only looked at a couple variables across a couple yvears, and only investigated very
simple models. But the NHANES dataset contains an enormous number of variables and many
vears of data. We didn’t do a full model fitting procedure in this paper, but it would be a reasonable
next step, and the data are publicly available.

The NHANES is a good place to start, but likely there are other public datasets which could
be examined for similar correlations.

Certain experiments might be possible as well. Most of the research on PFAS exposure in
animals has been short-term studies of very high doses. For the purposes of investigating our
theories, it would be better to look at long-term exposure to doses similar to the ones humans are
receiving in our drinking water. Preferably this would be conducted with primates, both because
their lifespans allow for longer study designs and because we would expect the results to he more
likely to generalize to humans. We have enough confusing data from mice already.

Of course, one drawback to this approach is that all of our lab animals are already exposed to
PFAS, whether we like it or not. Keeping this in mind, you could conduct a natural experiment
instead. Our lab animals have been getting fatter anyways; we could compare rates of obesity in
primates across different labs and see if those are correlated with the levels of PFAS found in the
food and water the animals are already given.

It’s also likely that there are natural experiments in humans that are just waiting to be dis-
covered. We'll look at two possible examples. PFAS are used in both medical drapes and in most
firefighting foams; but there was a time when medical drapes didn't contain PFAS and firefighting
foams didn’t exist. If there’s data about when hospitals adopted PFAS-treated drapes, we could see
if staff in hospitals that adopted these drapes earlier on became obese sooner. Similarly, firefighting
foams were probably rolled out one fire station at a time. If we could find data from when half of
the fire departments in the country had adopted these foams and the other half hadn’t, we could

see if the foam-using departments were more obese,

Lithium The case for lithium being responsible for the obesity epidemic is quite strong. We know
that lithium can cause serious weight gain — the missing link is whether trace levels of lithium
also cause weight gain.

We already have good correlational data — areas with more lithium exposure tend to be more
obese on average. We could certainly collect more data on the relationship between lithium in
drinking water and obesity, but it wouldn’'t be much of a contribution given the data we already
have.

There's very little data, however, on lithium in the serum or urine of people who aren’t psychi-
atric patients, and this would be a good place to start. We would predict that these correlations
would be extremely small — not only are there genetic factors, lithium doesn’t stay in the blood for
very long, so current levels aren’t a good measure of general exposure — so a large sample would
be needed, and failing to find a relationship wouldn’t be much evidence against trace lithium as a
cause of ohesity.

There's already one randomized controlled trial on trace levels of lithium as a psychiatric
treatment [204]. It only lasted a couple weeks, had very low doses, didn’t measure serum levels,
and didn’t measure anything about body weight or obesity, but you could imagine doing a very
similar study that lasted longer (months or years if possible) and measured factors like BMI and
percent body fat. Instead of having just a control and an experimental group, you could have
several experimental groups receiving different doses. For example, the study could have a control
group, a group receiving a very low trace dose, a group receiving a standard trace dose, and a group

receiving an extreme trace dose. This would allow us to examine whether there’s a dose-dependent

|



62

|



References version 4.0

effect on both obesity and mood, as well as collect evidence as to whether there is a minimum safe
dose that doesn’t lead to weight gain.

Unfortunately, the design of this randomized controlled trial may not work in the modern
environment. The original experiment was published in 1994, when rates of obhesity were much
lower than they are now. If lithium is responsible for the obesity epidemic, a 400 ug per day dose
may no longer show up against the background noise.

There are a number of things you could do to account for this. For starters, you would want
some baseline measures of each person’s lithium exposure before they started the study. You might
also try a much higher, but still trace amount, than was used in the original study. Other studies
have used doses of around 1000 ug per day. But the best thing to do would be to run the experiment
in a part of the world that is relatively lean. Maybe vou could just go to Colorado.

There are some ethical concerns with this design, but you wouldn’t have to continue the exper-
iment until participants were obese. If we observed that the lithium groups reliably gained more
weight than the control group after a few months, that would be sufficient, and the study could
be paused at that point if there were safety concerns.

Taking lithium out of the water supply would be pretty hard, so it’s not usually an option. But
it would be an option for countries that get most of their drinking water from desalination. You
could run this as an experiment — one desalination plant uses lithium-free brine while another
continues with the normal procedure — but you wouldn't have to. In this case, there’s no need for
a control group. If Saudi Arabia or Kuwait changed their desalination process so that no lithium
ended up in their water, and saw their obesity rate fall 10% over the next five years, that would
be evidence enough.

As with the other contaminants, there may be natural experiments hiding in plain view. Let’s
consider what one might look like. Mechanics work with lithium grease and are relatively obese.
But not all greases contain lithium, and sometimes companies intentionally switch what kind of
grease they use. If a company switched out lithium grease for some other grease in one of their
factories, we could compare the weights of workers at that factory to workers at other factories

and see if there was any weight loss over the next few years.
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